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Heterogeneous chiplet integration to make megachips
By Rabindra N. Das, Jason Plant, Alex Wynn, Matthew Ricci, Ryan Johnson, Matthew Stamplis, et al.  [MIT Lincoln Laboratory]

h i s  p a p e r  d e s c r i b e s  a 
new, extremely large area 
integrated circuit (ELAIC) 

solution—we are calling a “megachip”—
s u i t a b l e  fo r  c o m b i n i n g  m u l t i p l e 
chiplets of varying type (e.g., memory, 
application-specific integrated circuits 
[ASICs], central processing units [CPUs], 
graphics processing units [GPUs], power 
conditioning) into a single package on a 
common interconnect platform.

The megachip approach helps to 
rearchitect heterogeneous chip tiling 
for developing highly complex systems 
having desi red ci rcuit  densit y and 
performance. Recent work on large-
a r e a  s u p e r c o n d u c t i n g  i n t eg r a t e d 
ci rcuits to join mult iple individual 
d ie  i s  h ig h l ig ht ed  i n  t h i s  a r t icle , 
with par ticular at tention paid to the 
processing of the high-density electrical 
i nte rcon nect s  for med bet ween the 
individual die. A variety of megachip 
a s s e m b l i e s  w e r e  f a b r i c a t e d  a n d 
characterized using several techniques 
(i.e., scanning-elect ron microscopy 
(SEM), optical microscopy, confocal 
microscopy, X-ray) to investigate the 
integration quality, minimum feature 
size, silicon content, die-to-die spacing, 
a nd  g a p  f i l l i ng .  S i l i c on  d iox id e , 
b e n z o c yclobu t e ne  ( BC B),  e p ox y, 
polyimide, and silicone-based dielectrics 
were used for gap fill, via formation and 
redistribution layers (RDLs).

For  t he  megach ip approach ,  t he 
thermal stability is improved by reducing 
the die-to-die (D2D) gap and increasing 
the silicon content, allowing assemblers 
to mitigate the problem of mismatch 
in coeff icient of thermal expansion 
(CTE) for different substrates/modules 
integration schemes, which is important 
for allowing the broad temperature range 
stability from ref low to operation at 
room or even cryogenic temperatures. 
Meg a c h i p  t e c h n olog y  f a c i l i t a t e s 
more space-efficient designs and can 
accom modate most  hete rogeneous 
dies without compromising stability or 
introducing CTE mismatch or warpage. 
A variety of heterogeneous chips were 

used to fabricate megachip modules. 
The present process allows fabrication 
of megachip buildup layers having 
thicknesses in the range of 1-10µm, which 
allows packaging st ructures having 
both finer pitch and higher density. The 
processes and materials used to achieve 
smaller feature dimensions, sat isfy 
stringent registration requirements, and 
achieve robust electrical interconnections 
are discussed.

Introduction
The increasing demand for digital 

computing, mobility, and connectivity 
i s  d r i v i n g  t h e  m i c r o e l e c t r o n i c s 
industry toward cost-driven, highly-
integrated, miniaturized technology 
with increased performance and lower 
power consumpt ion to br ing next-
generation devices into more and more 
applications [1-2]. Over the last decade, 
high-performance computing (HPC) 
has evolved to adapt smaller and more 
diverse technology nodes suitable for 
ar tif icial intelligence (AI), machine 
learning, and embedded computing 
p l a t f o r m s — t h e s e  a p p l i c a t i o n s 
consistently involve trade-offs between 
enabl ing more compute capabi l i t y 
versus constraints in volume, weight, 
power, and thermal management. 

Most  of  t he  power consu mpt ion 
fo r  t he  above  appl ica t ion s  i s  due 
t o  mov i ng  d a t a  be t we e n  ch ips  i n 
a  s y s t e m  r a t h e r  t h a n  t h e  a c t u a l 
c o m p u t i n g  [ 3 ] .  F u r t h e r m o r e , 
t radit ional Moore’s Law scaling for 
developing next-generat ion devices 
faces var ious chal lenges including 
f a b r i c a t i o n  o f  l a r g e r  c h i p  s i z e s 
and associated y ield improvement , 
development t ime, and cost scaling. 
This has forced the microelectronics 
i nd u s t r y  t o  d eve lo p  a  nu mb e r  of 
a l t e r n a t i ve  a d v a n c e d  p a c k a g i n g 
a r ch i t e c t u r e s  a n d  h e t e r oge n e ou s 
i n t e g r a t i o n  t e c h n o l o g i e s  [4 ] .  A 
modern packaging architecture needs 
to integrate mult iple processor and 
a c c e le r a t o r  ch ip s  w i t h  m i n i mu m 

chip-to-chip spacing to minimize the 
interconnect length, on-chip memory, 
higher bandwidth connect ions, and 
management for greater heat densities, 
while being pushed into higher I /O 
counts, smaller pitches, and larger 
foot pr ints [5-6].   This necessar i ly 
drives a requirement for improving the 
power eff iciency of the chip-to-chip 
I /O s .  I n  a d d i t io n ,  n e w  a d va n c e d 
packaging requires low-loss, mixed 
mater ial, and versatile construction 
t o  a c c o m m o d a t e  t h e  c o m pl e x i t y 
a ssoc ia t ed  w it h  s i ze ,  weig ht ,  a nd 
power (SWaP) optimization.

C o n v e n t i o n a l l y,  b e t t e r  w i r i n g 
d e n s i t i e s  h ave  b e e n  a ch ie ve d  by 
using f illed dielectr ic to reduce via 
d i m e n s io n s ,  l i n e s ,  a n d  s p a c e s —
t h e r e b y  i n c r e a s i n g  t h e  n u m b e r 
o f  c i r c u i t  l a y e r s — a n d  u t i l i z i n g 
m i c r o v i a s  f o r  i n t e r c o n n e c t i o n . 
However, each of these methods has 
inherent l imitat ions.  For example, 
there are limitations related to laser 
d r i l l ing and elect roplat ing of h igh 
aspect ratio blind- and through-vias, 
increased resistance of narrow (and) 
long circuit lines, and increased cost 
of fabr icat ion related to addit ional 
w i r i n g  l a y e r s  [ 7 ] .  A s  a  r e s u l t , 
microelectronics packaging is moving 
toward alternative, innovative, low-
c o s t  a p p r o a ch e s  a s  s o lu t io n s  fo r 
miniatur izat ion [8-10]. Fabr icat ion, 
a s s e m b l y ,  a n d  h e t e r o g e n e o u s 
integrat ion are br idging the gap by 
enabling economic use of the thi rd 
dimension (2.5D and 3D packaging). 
S y s t e m - l e ve l  i n t e g r a t i o n  i s  a l s o 
emerging. These approaches include 
mu l t i - d ie  s y s t e m - o n - ch ip  (S o C ) , 
system-in-package (SiP), stacked die, 
or package-stacking solutions.

I n  add i t ion  to  t he  t r end towa rd 
miniatur izat ion, new mater ials and 
structures are required to keep pace 
w i t h  mor e  d e m a nd i ng  p a ck a g i ng 
per for mance requi rements.  Wafer-
level packages (WLP),  panel-level 
p a c k a g e s  ( PL P) ,  s i l i c o n /o r g a n i c 
i n t e r p o s e r s  w i t h  r e d i s t r i b u t i o n 
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layers (R DLs),  act ive inter posers , 
a n d  b r i d g e  d i e  h ave  b e c o m e  t h e 
p refe r r ed  me t hod s  fo r  lowe r- cos t 
integrat ion to meet the demands of 
higher functionality in ever-smaller 
packages, especial ly when coupled 
with the use of different technology 
node die [11-13]. The size of WLP 
increases with smal ler  technology 
nodes and causes more rel iabi l i t y 
and chip package mismatches. Today, 
various WLP technologies including 
W LPs  w i t h  a nd  w i t hout  t h roug h-
s i l i c o n  v i a s  ( T S Vs) ,  W L P s  w i t h 
embedded-integrated passive devices, 
and use of low CTE, low-loss, high-
g la ss  t r a n s i t ion  t emper a t u re  (Tg)  
material-based wafer-level substrates 
featuring f ine traces and embedded/
i n t e g r a t e d  p a s s ive s ,  a r e  u s e d  t o 
reduce WLP chip package mismatch. 
Similarly, f lip-chip integration with 
the br idge die embedded within the 
package substrate allows for shorter 
interconnect lengths for chip-to-chip 
communicat ion. Act ive inter posers 
with act ive-to -act ive bonding [14] 
a re  prefe r red for  h igh-bandwidth ,  
low-latency communication. 

Although there are many packaging 
approaches available today for chiplet 
integration, the authors believe that 
there is room for further improvement. 
T i l i n g  h u n d r e d s  o f  k n ow n - g o o d 
ch ips in prox imit y to one another 
and c reat ing ch ip -l i ke wi r ing and 
silicon content are highly desirable for 
creating next-generation chiplet-based 
computing architectures, but has yet to 
be demonstrated. Here, we present the 
implementation of such a chiplet-based 
tiling approach.

This paper discusses a heterogeneous 
chip tiling that enables the realization 
of ext remely la rge-area integ rated 
circuits (ELAICs)—or megachips—
c o n t a i n i n g  h u n d r e d s  o f  c l o s e l y 
s p a c e d  s m a l l  c h i p l e t s  t h a t  a r e 
interconnected using RDLs fabricated 
via a lithographic process. The ELAIC 
platform allows the tiling of known-
good chiplets to make systems that 
perform as a single-chip monolithic 
device, despite being composed of 
many smaller heterogeneous chiplets. 
With this approach, one can fabricate a 
large-format single-chip-like SoC from 
advanced-node chiplets, screening for 
known-good die in order to increase 
the yield and performance of advanced-

n o d e  t e ch n olog y  b e yo n d  wh a t  i s 
possible in a single-chip format. 

A key  focu s  of  t h i s  pape r  i s  t o 
address the scaling challenges faced 
when building large-scale processors. 
For example, the ELAIC solution is 
suitable for combining multiple types 
of chips (e.g., memory, ASICs, CPUs, 
GPUs,  power cond it ion ing)  i nto a 
single system. This approach extends 
t he  nu mber  of  ch ip  t i le s  w ith i n  a 
given space by enabling suff iciently 
h ig h ch ip - to - ch ip  con nec t iv i t y  to 
al low mult iple ch iplets to per for m 
as a single-chip monolithic device. 
C on ne c t i ng  ch ip le t s  t h r ou g h  ou r 
approach will enable a path to increase 
t he  fo r mat  s i ze  of  he t e roge neou s 
processors .  The ELAIC st r uct u re, 
having 5-20μm chip-to-chip spacing, 
c r e a t e s  s h o r t  ( i . e . ,  5 0 - 5 0 0 μ m ) 
electr ical links for high-bandwidth, 
l ow- l a t e n c y  c o m m u n i c a t i o n .  A n 
ELAIC has a chip-like silicon content 
(about  99%),  a l low i ng t he r mal ly-
stable and inexpensive fabr icat ion 
of a heterogeneous SoC with chip-
like wiring densities. For HPC, power 
consumption comes pr imar ily f rom 
m ov i n g  d a t a  b e t we e n  c h i p s  i n  a 
system rather than from the on-chip 
comput ing operat ions. The ELAIC 
approa ch  r e duce s  d a t a  move me nt 
const raints by integrat ing mult iple 
chiplets with minimum chip-to-chip 
spacing, thereby reducing the loading 
of these I/O paths by at least an order 
of magnitude. By integrating multiple 
chiplets into one large-area chip (2D 

array), the ELAIC approach can help 
solve many scalability challenges for 
high-end electronics.

The megachip approach
T he  fol low i ng  se c t ion s  d i scu s s 

the megachip (or ELAIC) approach 
w i t h  r e s p e c t  t o  t i l i n g ,  p h y s i c a l 
characterization, and demonstration of 
the electrical interconnect. 

E L A IC  ch i p - t i l i n g  a p pr o a ch . 
The approach to ELAICs involves 
developing an integ rat ion process 
t h a t  c a n  a d d r e s s  t h e  s c a l i n g 
ch a l le nge s  f a ce d  by  m a ny  mu l t i -
chip systems. Integration of multiple 
c h i p s  t h a t  w e r e  p r o d u c e d  u s i n g 
different (heterogeneous) fabrication 
technologies has been a persistent 
chal lenge. Typical ly,  indiv idual ly-
packaged ch ips  u se  a  boa rd- level 
assembly approach, and the associated 
“parasit ic” elect r ical overhead and 
latency of ten become the l imit ing 
factors to a system’s performance.

The ELAIC integration process will 
allow the tiling of known-good chips 
to make systems that per form as a 
single-chip monolithic device, despite 
being composed of several smaller 
heterogeneous ch ips.  The pr imar y 
goal of this effort is to develop a chip 
packaging interconnected with a RDL 
that is capable of integrating hundreds 
of chips in proximity to one another in 
a single system as shown in Figure 1. 
The RDL typically has multiple metal 
layers, each separated by a plasma-
enhanced chemical vapor deposition 

Figure 1: Extremely large-area integrated circuit (ELAIC), or megachip, concept: a) (left) Regular package 
where individual chips are attached to the substrate (organic or Si) and interconnected through the substrate; 
b) The megachip combines all the chips in a single plane where each individual chip will have at least two 
nearest neighbor chips for interconnection. The megachip enables chip-like wiring and eliminates the need for a 
substrate containing interconnects.
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( PECV D) s i l icon  d iox ide  l aye r,  poly i m ide ,  o r  BCB 
dielectric, and uses micro-vias for interconnection. For our 
demonstration, the metal wiring layers were patterned using 
non-contact direct-write photolithography, which supports 
minimum wiring layer dimensions of 1µm and field sizes 
exceeding the largest relevant reticle size (50 x 50mm2). 

We evaluated va r ious ch ip -l i ke d ielec t r ic ,  wi r ing, 
and interconnection options. An ELAIC process f low is 
illustrated in Figure 2. The illustration displays the process 
f low for a double-layer RDL with a micro-bump layer on top 
of the RDL. The primary advantage of the ELAIC assembly 
is to produce a narrow (5-20µm) gap between the chips. This 
kind of gap is suitable for short (50 to 500µm) chip-to-chip 
interconnect lengths as shown in Figure 2c. Today, many 
high-performance electronic integrated circuits (e.g., field-
programmable gate arrays [FPGAs]) use parallel interfaces 

for chip-to-chip communication. This approach requires 
small electrical length and more individual physical wires 
for data t ransmission. ELAIC enables nar row chip-to-
chip spacing (10-20x smaller than the traditional approach) 
for smaller interconnect lengths and finer feature circuits, 
thereby enabling more physical wires for I/O connections 
with lower-latency, lower-power, higher-bandwidth chip-to-
chip communication. 

As a first step for chip tiling, we developed an assembly 
process for maintaining narrow gaps between the chips 
while maintaining top chip surface planarity in a larger scale 
ELAIC format. The top chip surface planarity enables thin 
dielectric deposition to make a finer pitch interconnection 
with chip-like RDL circuits. We assembled various ELAIC 
configurations using 5mm x 5mm to 20mm x 20mm chips in 
order to test chip surface planarity and chip-to-chip spacing/
gap for the ELAIC structure. Figure 3 shows various ELAIC 

Figure 2: Process flow for an ELAIC construction. The chips are assembled on 
a handle wafer: a) Known-good die are placed face-to-face using a microscope. 
In general, the die use thermal interface materials (TIM) or related materials for 
die attachments; b) The dielectric layer is deposited; c) The first RDL is formed; 
vias are etched and top metal is deposited on the dielectric layer; d) The second 
RDL and additional dielectric layers for more complex interconnectivity are formed 
(target up to 4 RDLs); and e) Micro-bump fabrication—the bumps are deposited 
for flip-chip connection.

Figure 3: The ELAIC combines known-good die together to make systems 
that perform like an extremely large single chip. The scalability of the ELAIC 
fabrication process is shown—with assembly sizes ranging from 4 chips to 16 
chips to 256 chips: a) Four 5mm x 5mm chip assembly; b) 16 5mm x 5mm chip 
assembly; and c) 256 5mm x 5mm chip assembly. 
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conf igurat ions using 5mm by 5mm 
chips ranging from 4 chips up to 256 
chips as a representat ive example. 
T he ext remely la rge a rea (Figure 
3c, 80mm by 80mm) circuits can be 
useful for advancing many systems, 
including those for HPC with diverse 
technology nodes for AI and deep 
learning, superconducting classical 
and quantum computing, large-format 
digital-pixel focal plane arrays [15-17] 
with minimum seam loss, photonic-
chip tiling, millimeter-wave phased-
ar ray radar t i les ,  etc.  The process 
involves the t i l ing of k nown-good 
chips to make systems that perform 
like a single-chip monolithic device, 
despite actually being composed of 
several smaller heterogeneous chips. 
Integ rat ion of mult iple ch ips with 
different (heterogeneous) fabrication 
technologies has been a persistent 
challenge. The ELAIC (or megachip) 
p l a t fo r m s  i n  m a ny  way s  s u p p o r t 
chiplet-based system requirements by:

•	 Combin ing k now n-good ch ips 
together to make systems that 
perform like an extremely large 
single heterogeneous chip with 
very narrow inter-chip spacing for 
compact assembly. And for phased 
arrays, allowing the tightening of 
the lat tice spacing (area is less) 
for better beam-steering.

•	 Providing aggressive interconnect 
pi t ch sca l i ng for  t r ue  process 
node interchangeability. And for 
RF, achieving lower interconnect 
p a r a s i t i c s  t h a t  s u p p o r t  m o r e 
broadband connections.

•	 Enabling chip-like circuit content 
with good inter-chip planarity.

•	 P rov id ing a  bu i l t- i n  heat sin k , 
t he reby  a l low i ng  fo r  a  be t t e r 
thermal solution for large chips. 

•	 S u p p o r t i n g  m i x e d - m a t e r i a l 
const ruction with more Si /mm3 
(chip-like Si density), minimizing 
CTE mismatch, and suppor t ing 
r e l i a b l e  o p e r a t i o n  r a n g i n g 
f rom room temperature to high 
(fabrication) and low (cryogenic) 
temperatures.

•	 Offer ing a path for int roducing 
heterogeneous integration of non-
silicon chips (not explored in this 
present work).

•	 A l l o w i n g  a c t i v e - t o - a c t i v e 
bonding (mix-and-match chiplets), 

Figure 4: A 16-chip ELAIC assembly with very small 5-20µm chip-to-chip (C2C) spacing filled with dielectric. 
a) (top left): optical image of a 16-chip (each 5mm x 5mm) ELAIC assembly and b-d) (top right, bottom left, 
bottom right) corresponding enlarged SEM images that indicate a narrow C2C spacing filled (white area in 
SEM) with dielectric.

Figure 5: Selective-area confocal scan for a 4-chip ELAIC assembly. The figure shows confocal images 
and corresponding line scan between the chips to measure inter-chip planarity: a) Confocal micrograph and 
corresponding line scan. Confocal line scan from chip 1 metal pads (1,2,3) to chip 2 metal pads (4,5,6); and 
b) An enlarged confocal line scan; the confocal line scan shows metal pad height variation along the line as it 
scans from one edge to the other.
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b o t h  s i d e  e f f i c i e n t  m e t a l l i c 
t h e r m a l  i n t e r f a c e  m a t e r i a l s 
(TIM), reduced die-die thermal 
resistance, and thermal cross-talk 
between neighboring die. 

•	 Handling higher power density 
with a thermally-efficient Si f loor 
plan. 

ELAIC physical characterization. 
We used a variety of nondestructive 
a n a l y s i s  t e c h n i q u e s  f o r  E L A I C 
physica l  dev ice  cha r a c t e r i z a t ion . 
F i g u re s  4 - 5  show r e p re se n t a t ive 
examples of ELAIC characterization. 
S E M ,  c o n f o c a l  s c a n ,  X - r a y , 
a n d  o p t i c a l  i m a g e s  a r e  u s e d  t o 
character ize key fabr icat ion steps, 
which include chip-to-chip spacing, 
i n t e r - c h i p  p l a n a r i t y ,  d i e l e c t r i c 
deposit ion ,  v ia for mat ion ,  feat u re 
size, and micro-bumping. Figure 4 
shows spacing between the stealth-
d i c e d  c h i p s  i n  a  16 - c h i p  E L A IC 
assembly. The SEM data indicates 
that the ELAIC fabr icat ion process 
maintains a nar row gap of 5-20µm 
bet ween the ch ips and gap f i l l i ng 
b e t w e e n  t h e  c h i p s .  A p p r o p r i a t e 
cleaning to remove dicing debris and 
give a smooth chip edge with minimal 
chipping is cr it ical for minimizing 
chip-to-chip spacing.

Confocal microscopy was used to 
evaluate inter-chip planarity. Figure 
5  s h ow s  r e p r e s e n t a t ive  c o n fo c a l 
images of a 4 -chip ELAIC module 
measured using 100nm resolution in 
the z-axis. The confocal l ine scans 
show z-height  va r ia t ion a long the 
line as it scans from one chip to the 
o t he r.  Met a l  pad he ig ht  va r ia t ion 
( pad 1- 6)  with in and bet ween the 
chip is negligible (less than 1µm).  It 
is clear from confocal line scan data 
that the fabrication process maintains 
ch ip -l i ke i nte r- ch ip plana r i t y.  We 
have developed a var iety of ELAIC 
a ssembly  approa ches  t o  op t i m i ze 
critical alignments between the chips. 
Fo r  ex a mple ,  t he  EL A IC dev ic e s 
used optical microscope for chip-to-
chip alignment, and the post-process 
alignment accuracy was ±3µm. The 
gap f i l l  and chip sur face planar ity 
allow us to select f rom a variety of 
d ielect r ic mater ial (PECVD oxide, 
benzocyclobutene [BCB], si l icone, 
polyimide, etc.) to deposit on top of 
the ELAIC surface.  

Figure 6: Passive circuit demonstration on top of a 16-chip ELAIC assembly: a) A single metal layer RDL; 
b) A double metal layer RDL deposited on BCB; c-d) A daisy chain circuit created on top of a 16-chip ELAIC 
assembly using multi-layer BCB dielectric. 

Figure 7: A passive interconnection circuit demonstration on top of a 16-chip assembly. The figure 
represents single-metal-layer passive circuits with four sections. Each 4-chip section has 1-10µm wide, 
5-20mm long circuit traces going between the chips. a) Optical image of ELAIC and corresponding selective 
area SEM images of the circuit connecting the chips; b) Measured room temperature (RT) passive circuit 
resistance for four different sections. Resistance variation is due to the different widths and lengths of the 
electrical interconnect lines.
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ELA IC electr ica l  interconnect 
demonstrat ion.  As a next step for 
chip tiling, we selected PECVD oxide 
and BCB for R DLs. We have used 
single- and double-metal layers for 
implement ing a passive elect r ical-
i n t e r c o n n e c t  d e m o n s t r a t i o n . 
Figure 6 shows a variety of passive 
interconnects deposited on a 16-chip 
(each 5mm x 5mm) ELAIC assembly. 
For example, it  shows a var iety of 
passive interconnects ranging f rom 
hav i ng 1-10µm w ide  a nd 5 -20 m m 
long circuit traces going between the 
ch ips.  We also used a daisy chain 
ci rcu it  to  access  i nte rcon nect ions 
between metal layers. Figure 7 shows 
a representative single-layer passive 
ci rcuit  example. Figure 7a   shows 
an optical image and corresponding 
enlarged SEM images of a passive 
ci rcu it  l i thog raph ical ly-fabr icated 
using BCB dielect r ic on a 16 -chip 
ELAIC assembly.  The SEM shows 
f i n e r  l i n e  c i r c u i t s  d ow n  t o  1µ m 
connecting multiple chips. These kind 
of f ine -l ine ci rcu it s  suppor t  ch ip -
like wiring. Figure 7b shows room-
temperature resistance of the passive 
circuits. It consists of four sections 
and each sect ion has 1-10µm wide 
(t race width:1-10µm ) and 5-20mm 
long traces going between the chips. 
Li new id t h  a nd  l i ne le ng t h  d ic t a t e 
the tot a l  resis t ance for  i nd iv idual  
passive circuits.

In addition to passive circuits, we 
a l so  i nves t iga t ed  i n t e rcon nec t ion 
between active superconducting chips 
containing tri-layer Josephson junctions 
(JJs) for larger system applications, 
such as quantum processors, readouts, 
control, and amplif ier chips. Active 
chips can be connected together to 
create a multi-die SoC. These JJs and 
other active components may be on the 
same chip, or separate chips assembled 
into the ELAIC platform. In either 
case, a first step toward assessing the 
suitability of the ELAIC structure with 
Nb/Al-AlOx/Nb tri-layer junctions is 
to determine the impact of fabrication 
on the tri-layer junction performance. 
The addition of the RDL fabrication 
to the JJ chip may change the critical 
cur rent ,  sub-gap voltage and other 
ju nc t ion  p r o p e r t i e s .  I n  a d d i t ion , 
multiple chip assembly, gap f illing, 
a nd  pla n a r i z a t ion  m ay  a f fe c t  t he 
stabil ity and junct ion per formance 

a t  4K .  To  qu a nt i f y  t he  ef fe c t s  of 
fabrication on the tri-layer junction, 
we fabr icated an ELAIC assembly 
where multiple superconducting chips 
with tr i-layer junctions are at tached 
to a single large ELAIC. This allowed 
us to determine the impact of ELAIC 
f a b r i c a t i o n  a n d  t o  d e m o n s t r a t e 
basic desi rable f unct ional it ies  for  
multi-die SoC.

To assess the electrical performance 
of the chip assembly, multiple 4-chip 
E L A IC  d e v i c e s  ( F i g u r e  8 )  we r e 
at tached to a ci rcuit card and wire 
bonded to measure I-V characteristics 
of tri-layer-based JJs at 4.2K. ELAIC-
assembled superconducting chips had 
mult iple sizes of junct ions ranging 
i n  s i z e  f r o m  70 0 n m  t o  10 0 0 n m . 
Each measurement showed a typical 

Figure 8: An active circuit demonstration. The figure shows three 10mm x 10mm ELAIC samples attached to 
a circuit card. Each ELAIC module consists of four active device chips containing superconducting junctions. 
These ELAIC devices used PECVD silicon dioxide as the dielectric and Ti-Au chip-to-chip interconnections. 
a-b) Optical image of 10mm x 10mm ELAIC attached to a circuit card for cold testing; c) Three 10mm x 
10mm ELAIC samples attached to a circuit card for cold testing; d) The I-V characteristics of JJ series arrays 
connected between the chips through Nb and gold lines with a drawn JJ diameter of 0.7μm and 1μm.
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I-V character is t ic  of  N b/Al-AlOx /
Nb unshunted tunnel junctions (i.e., 
with respect to the Josephson critical 
cu r r e n t ,  sub -gap  vol t age ,  nor ma l 
r e s i s t a nce  a t  4 .2K).  A  va r ie t y  of 
active superconducting chips with tri-
layer junctions have been assembled 
to implement the ELAIC. The I–V 
characteristics and switching current 
o f  v a r io u s  t r i - l aye r  f l i p - c h i p  J J 
arrays were measured. We measured 
many ELAIC JJ arrays ranging from 
40 to 20,000 JJs in ser ies ,  with JJ 
d raw n d iameter s  rang ing bet ween 
1.0μm and 0.7μm. I-V characteristics 
were measured for ELAIC JJ ar rays 
c o n n e c t e d  a c r o s s  m u l t i p l e  c h i p s 
through the RDL. Figure 8d shows a 
representative example of the typical 
I-V curve obtained from these multi-
c h i p  J J  s e r i e s  a r r a y s  c o n n e c t e d 
through Nb and gold lines between 
the chips. This confirms connectivity 
between the chips through RDL and 
the preservation of JJ characteristics 
after RDL fabrication.  

Single chip vs. the megachip 
concept

F i g u r e  9  c om p a r e s  t he  EL A IC 
assembly with an equivalent single chip 
fabricated using a standard integrated 
ci rcuits process. A 20mm x 20mm 
unsingulated chip was diced into 16 5mm 
x 5mm chips and reassembled to create a 
20mm x 20mm ELAIC. We used X-ray 
imaging to inspect the single chip before 
dicing as well as the subsequent ELAIC. 
The X-ray image of the single chip and 
ELAIC looks similar. Dicing of the single 
chip removes Si from the dicing lane 
causing a smaller metal-to-metal gap 
between the chips as shown in Figure 9d. 
Overall, the ELAIC fabrication process 
produces a highly compact (>99% Si 
content) chip assembly with 5-20μm  
spacing between the chips, and maintains 
inter-chip planarity that is required for 
the finer line and smaller interconnect 
length needed to form parallel interfaces 
with wide I/O, high-bandwidth, and low 
latency for chip-to-chip communication. 
Table 1 compares the single-chip SoC 
option with ELAIC multi-die SoC.

ELAIC can be used for f l ip-chip 
bonding to simplify fabrication and 
enhance connectivity and functionality 
in 3D for various applications. Flip-
chip ELAIC (see Figures 10-11) offers a 
number of advantages over conventional 

Figure 9: A single-chip vs. an ELAIC assembly: a) Optical image of a 20mm x 20mm unsingulated chip; and b) 
corresponding X-ray image of that unsingulated chip. This 20mm x 20mm single chip was subsequently diced 
into 16 5mm x 5mm chiplets. c) Optical image of a 20mm x 20mm ELAIC formed by recombining the 16 5mm 
x 5mm chiplets into single chip-like structures; and d) corresponding X-ray image of the ELAIC in c).

Table 1: A megachip vs. a single chip.
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monolithic SoC approaches:

•	 Provides various low-cost multi-
chip read-out IC (ROIC) assembly 
for silicon avalanche photodiodes 
(Si-APDs) and other imagers [15-17].

•	 Introduces f lip-chip Si-less active/
passive br idge for chip-to-chip 
connection.

•	 Enables a thermally-optimized Si 
floorplan.

•	 Provides a cost benefit for yield and 
node optimization.

Summary
An integrated approach to develop 

ELAICs, or “megachips,” using various 
heterogeneous die configurations has 
been demonst rated.  This approach 
is suitable for h igh-end, expensive 
e le c t ron ics  whe re  a n  SoC ca n  be 
d iv ided into ch iplet s  with desi red 
funct ionality and an ELAIC mult i-
die SoC can be created. The ELAIC 
can incorporate chips/chiplets f rom 
d i f fe r e n t  fou nd r y  p ro ce s se s ,  a nd 
different technology nodes to improve 
m i x  a nd  m a t ch  capabi l i t y,  wh ich 
further improves package performance. 
It also provides scalability to place a 
large number of chips onto the ELAIC 
platform, and enables a design that 
packages many different functionalities 
together, making it a viable approach to 
build larger systems. 

The ELAIC solution is suitable for 
mak ing the r ight  choices in te r ms 
of  cos t  a nd pa r t i t ion i ng–for  each 
of the targeted applicat ions, and to 
p rov ide  a  he t e rogeneou s  pa t h  for 
large-scale fabr icat ion. The ELAIC 
integrat ion suppor ts the capabil ity 
to integrate hundreds of chips (also 
known as chiplets) in proximity to 
one another in a single system. This 
integration technology enables small 
(50 -100µm) interconnects requi red 
for paral lel  inter faces for ch ip-to -
chip communications. The extremely 
large area integrated circuit allows for 
connections between bare chips, and the 
wiring between chips to be as small as 
the wiring within a chip. The approach 
increases the circuit complexity that 
can be integrated within a given space 
by enabling sufficiently high chip-to-
chip connectivity to allow multi-chip 
systems to perform as a single-chip 
monolithic device. 
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