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Backside power delivery: The new frontier 
for wafer bonding
By Paul Lindner  [EV Group]

D i nteg ra t ion  s t a nd s  a s  a 
pivotal technology in advanced 
packaging and heterogeneous 
i nteg ra t ion —it  fac i l i t a t e s 

performance scaling at the system level. 
While the evolution of packaging has 
introduced 3D integration, progressing from 
systems in package to stacked integrated 
circuits (ICs) and 3D systems on chip, the 
industry is currently witnessing another 
significant turning point: backside power 
delivery networks (BSPDN).

In the traditional scaling approach, both 
signal and power distribution coexist on 
the frontside of the wafer. However, the 
growing demand for power, particularly 
in power distribution, is increasingly 
constraining the ability to achieve scalable 
solutions. Efficient transistor scaling, 
crucial for achieving higher transistor 
density, necessitates a proportional scaling 
of the power distribution network. This, 
however, encounters significant IR drop 
challenges, leading to detrimental transistor 
performance. Additionally, the interconnect 
design for signal and power is becoming 
highly interdependent, constituting a 
substantial portion (at least 20%) of the 
routing processes for power delivery. 
Moreover, power density experiences a 
rapid increase with scaling to the next node. 

The industry consensus is to decouple 
signal and power by implementing BSPDN. 
This involves segregating the signal 
network on the frontside of the wafer 
and utilizing wafer-to-wafer bonding to 
efficiently access the transistor backside 
for power distribution and management. 
The key advantages include wider power 
lines with reduced IR drop, a more uniform 
voltage distribution, and, most significantly, 
more design space, thereby enabling further 
scaling of the standard cell height.

BSPDN eliminates the need to share 
interconnect resources between signal 
and power lines on the wafer frontside. 
As implied by its name, backside power 
delivery relocates power to the back 

of the wafer, leaving only signals to be 
transmitted through frontside interconnects. 
The consensus within the industry is that 
BSPDN will be implemented in nodes below 
2nm, making it the industry standard in the 
upcoming advanced nodes. This transition 
is expected to commence in 2024, initially 
in client compute and server applications.

BSPDN manufacturing steps
The integration of BSPDN offers different 

approaches, each with unique advantages. In 
the first method, the logic cells have a buried 
power rail (BPR) to which the BSPDN is 
connected via a nano through-silicon via 
(TSV). The second approach leaves the 
power rail but instead uses a power via to 
transfer power directly from the BSPDN to 
the cell or transistor contact. Although this 
method is more complicated, it improves 
power efficiency and allows for better cell 
area scaling. The third approach involves a 
direct connection of the power supply from 
the BSPDN to the source and drain contacts 
of the individual transistors.

In the first BSPDN implementation, 
BPRs are created during the front-end 
fabrication of the device. BPRs are defined 
after a shallow trench isolation, which 
typically has a width of ~30nm and a pitch 
of ~100nm. The metal is then recessed 
and covered with a dielectric, followed by 
processing of the IC on the wafer frontside, 
with a copper metallization back-end-of-
line (BEOL) signal network completing the 
front-side processing.

In the next step, the wafer with the 
devices and BPRs is flipped, with the active 
frontside bonded to a blanket carrier wafer. 
This bonding is achieved by dielectric 
fusion bonding at room temperature, 
followed by a post-bond anneal. The 
backside of the first wafer is then thinned in 
a sequential process of backside grinding, 
chemical mechanical polishing (CMP), and 
dry and wet etching steps. 

After depositing a passivation layer on 
the backside, nano TSVs are patterned from 

the backside of the wafer using through-
silicon alignment lithography. These nano 
TSVs, which are etched through several 
hundred nanometers of silicon, end at the 
tip of the BPRs. The process concludes with 
the implementation of one or more backside 
metal layers that electrically connect the 
backside of the wafer to the BPRs on the 
frontside via the nano TSVs.

Wafer bonding co-integration with 
lithography processes

Achieving low-distortion wafer-to-wafer 
bonding is critical to enabling BSPDN. 
Because nano TSV contacting of BPRs or 
later versions of BSPDN requires sub-10nm 
overlay accuracy to the buried frontside 
structures, there must be compensation by 
the lithography equipment for any incoming 
distortion from frontside processing and 
wafer bonding. This is accomplished 
through the co-optimization of wafer 
bonding and lithography.

I t  i s  n o t e wo r t h y  t h a t  fo r  m o s t 
applications, one of the wafers in the 
bonded stack undergoes thinning to a scale 
of several micrometers for subsequent 
processing. This thinning process induces 
a relaxation in the bonded stack, aligning 
it closely with the original shape of the 
thicker wafer. Several strategies can be 
proposed for lithography-based bonding 
overlay and distortion control. One such 
strategy involves the bonding of a patterned 
wafer to an unpatterned counterpart. In 
such instances, concerns regarding overlay 
between the wafers are mitigated because 
one of the wafers remains blank. However, 
the impact of bonding-induced distortion 
assumes prominence, especially considering 
that, post-bonding, the patterned wafer is 
typically thinned for continued processing 
with lithography from the backside of 
the device wafer. Consequently, any 
bonding-related distor tion for which 
there is no compensation by a lithography 
scanner, significantly contributes to the  
overall overlay. 
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Two distinct approaches have been 
considered for cont roll ing bonding 
fingerprints. The first relies exclusively 
on the actuation capability of the bonding 
tool, while the second requires concurrent 
actuation by both the bonding tool and the 
lithography scanner. The overlays resulting 
from these approaches are called “post-
bond overlay” when exclusively achieved 
with the bonding equipment, and “post-litho 
overlay” when lithography correction is 
also needed.

Wafer bonding optimization
The intricate understanding of bond 

wave propagation and its inf luence on 
overlay underscores its strong dependence 
on va r ious  fac tor s ,  encompassi ng 
the mechanical behavior and st ress 
characteristics of the bonding wafers. 
Equally crucial is the direct bond interface, 
incorporating aspects such as via pitch, 
density, and nano topography variations. 

Wafer parameters, including frontside 
and backside nano topography and the 
wafer bevel, are recognized as pivotal 
impact factors on process repeatability. 
Throughout the bonding process, accurate 
monitoring and control of these parameters, 
coupled with contributions from the 
bonding process itself, become imperative. 
Control over bond wave propagation and 
speed in distinct sections of the interface 
offers a means to manage the naturally 
occurring asymmetric and somewhat 
nonlinear bond wave behavior, thereby 
enabling compensation. These control 
parameters are equally instrumental in 
regulating local overlay performance.

The speed of the bond wave, contingent 
on angular-dependent accelerat ion, 
exerts a direct inf luence on post-bond 
scaling and residuals. Through the real-
time monitoring and statistical evaluation 
of bond wave behavior, a correctional 
a lgor ithm can be dev ised.  A clea r 
correlation emerges between bond wave 
speed and resulting residuals, with a slower 
bond wave correlating with lower residuals. 
The integration of these well-known 
process control parameters facilitates the 
establishment of an automated control 
system. Leveraging live data alongside 
statistical insights enables the regulation 
of both bond wave propagation speed and 
uniformity, thereby ensuring repeatable 
processes with reduced residual stress.

Given that the result ing overlay, 
irrespective of bond overlay or post-bond 
litho overlay, is contingent on all processes 
involved (not just bonding), the importance 
of modeling potential overlay errors 
becomes evident. In-plane distortions 
(IPD) arising from silicon processing play 
a pivotal role in determining the maximum 
achievable overlay. Consequently, the 
systematic gathering and comparison of 
IPD data at various stages, considering 
potentially constant factors like wafer 
chucks, becomes essential. These factors 
can then be corrected systematically or 
through model-based approaches. The 
amalgamation of gathered IPD data with 
measured bond overlay facilitates post-
bond litho overlay compensation through 
the application of appropriate compensation 
models on a scanner. This hol ist ic 
approach ensures comprehensive control 
and optimization across all stages of the 
intricate semiconductor manufacturing 
process (Figure 1).

The future is bright for wafer 
bonding

Wafer bonding is expected to become 
increasingly significant to the advancement 
of the semiconductor industry in the 
coming years. Look no fur ther than 
complementary field-effect transistor 
(CFET) a rch itect u res on the log ic 
technology roadmap where wafer bonding 

emerges as a viable approach for uniting 
the n-type metal-oxide-semiconductor 
(n-MOS) with the p-type metal-oxide-
semiconductor (p-MOS) through a direct 
bond. This facilitates the independent 
growth of n-MOS and p-MOS via epitaxy, 
exemplifying the potential of wafer 
bonding in enhancing semiconductor 
architectures. However, the benefits of 
wafer bonding extend beyond monolithic or 
quasi-monolithic integration. The bonding 
of chiplets, among other technologies, is 
expected to become increasingly supported 
by wafer-level processes, ref lecting the 
evolving landscape of semiconductor 
manufacturing.
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Figure 1: Process co-optimization of wafer bonding and subsequent lithography for different fusion and 
hybrid bonding integration flows. The figure also shows post-bond overlay at the bonding interface and post-
bond litho overlay that describe contacting accuracy using the latest lithography compensation strategies. 
SOURCE: EV Group
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The great lithography debate: Copper clad 
laminate or glass substrates?
By Doug Brown  [Onto Innovation]

or many in the semiconductor industry, the future is 
clear. Glass substrates are destined to play an important 
role in advanced packaging. Compared to organic 
substrates, glass offers better thermal management, 

enhanced electrical properties, new form factor possibilities and 
improved conductor routing. All of which make glass substrates 
an innovative advanced packaging option for artificial intelligence 
(AI) and high-performance computing (HPC).

One thing is certain—the glass substrate future is poised to arrive 
later than originally expected. Previously, many in the industry 
thought that the transition from copper clad laminate (CCL) 
substrates to glass substrates would occur when redistribution 
layers (RDLs) shrank below 5/5µm line/space (l/s). But with 
today’s equipment and processing solutions, the  life of CCL in 
substrates may be extended beyond the 5/5µm l/s demarcation 
point and reach 2/2µm l/s. 

Whether or not manufacturers should use substrates with CCL 
(Figure 1) or glass substrates is likely to be the subject of debate 
for years to come. In fact, the argument may only be resolved 
when one substrate, either those with CCL or made from glass, 
reaches the 2/2µm l/s finish line first—and does so while offering 
more reliability and lower cost. Until then, let’s explore the pros 
and cons of CCL and glass substrates.

The CCL argument
With most advanced IC substrates (AICS) currently using CCL 

and Ajinomoto build-up film (ABF), there is significant industry 
momentum to propel CCL technology to its full potential of  
2/2µm l/s. After all, CCL has some significant advantages for AICS. 
For one, CCL’s properties and limitations are well understood. Two, 
CCL is robust and nearly indestructible. But pushing AICS with 
CCL beyond the current RDL line/space requirements and overlay 

limits will require process innovation and additional lithography 
steps. For instance, laser-drilled vias in ABF will not support the less 
than 10µm via dimension requirements needed for state-of-the-art 
advanced packages with RDLs of 2/2µm l/s. The alternative process 
will be either photo-imageable dielectrics (PID) or ABF with a 
lithography patterned hardmask. 

The benefits of using lithography for both RDL and via layers are 
significant. Not only will the overlay between via layers and RDL 
be improved, the via dimension could easily be reduced to less than 
5µm. And by using lithography to pattern both the via and RDL 
structures, it will be possible to shrink the design rules of the via to 
the RDL landing pad, which currently limits package design rules, 
resulting in low interconnect density and additional RDL layers. At 
the moment, the via to RDL landing pad dimensions for 9/12µm RDL 
are more than 50µm, with a contingency for overlay errors between 
the via and the pad of more than 10µm. If overlay were improved by 
utilizing lithography for both RDL and vias, these dimensions could 
shrink significantly. However, this process adjustment would require 
a few additional steps. Regardless, the benefits would reduce overall 
costs, improve yield and, most importantly, extend the CCL roadmap 
to 2/2µm l/s.

Another lithography challenge for the 2/2µm l/s goal involves 
photoresist. Currently, the majority of AICS CCL manufacturers use 
dry-film negative-tone photoresist. This photoresist is laminated to 
the substrate and works well with larger RDL structures. However, at 
the 2/2µm l/s RDL node, a positive tone material would provide better 
resolution and process latitude. At this time, most positive photoresist 
is liquid and will require slit coating, or spray coating, unless a dry-
film laminated version can provide the same imaging performance.

The AICS glass argument
When AICS CCL manufacturers identified the instability of 

CCL substrates and RDL design rule limits with their existing 
processes, they singled out glass as an attractive alternative  
(Figure 2). As it stands, glass has several selling points over CCL. 
At the top: glass provides a flat and distortion-free surface on which 
to build RDL and micro vias. The benefit here is that it enables even 
smaller features to be defined.

Glass, however, comes with its own set of challenges. Number 
one, it is fragile. This is especially true when it comes to the large 
panel sizes being employed today (510mm x 515mm and 600mm x 
600mm) in advanced packages. Another drawback: glass substrates 
are also very thin. In some cases, less than 100µm. Given the 
fragility and thinness of glass substrates, sophisticated handling 
equipment will be required to process glass substrates through the 
various process steps to reduce the risk of breakage.

From a lithography perspective, a number of issues encountered 
with CCL can be immediately resolved by opting for glass 

F
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Figure 1: Copper clad laminate substrate.
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substrates instead. For instance, overlay of the via to RDL would be 
significantly improved as the glass would maintain its dimensions 
and not suffer from distortions by curing organic dielectric 
materials. The glass substrate would support higher resolution 
lithography. As such, the depth of focus budget would not be lost 
to substrate non-flatness. This would allow lithography tools to 
increase their numerical aperture (NA) to achieve the highly sought 
after 2/2µm l/s but sacrificing depth of focus (DOF) in the process, 
as described by Rayleigh’s criterion. The reduced DOF, which 

continues to decline as resolution increases, would still be within a 
reasonable manufacturing DOF budget with glass substrates. 

As with CCL, ABF, RDL and via processing would all need to 
be modified to meet 2/2µm l/s requirements. Some of the process 
steps described previously would be similar, but below 2/2µm  
l/s additional processes would need to be employed, especially 
for copper RDL plating seed removal. This particular process is 
isotropic and subjects the entire panel to a brief flash etch, which 
not only removes the seed material, but also the RDL metal, 
thereby reducing line width and impacting critical dimension (CD) 
uniformity. To resolve this issue, damascene processing has been 
proposed; this would require lithography to pattern RDL trenches 
in the ABF or PID and chemical mechanical planarization (CMP) 
to remove the excess copper to generate copper RDL interconnects.

Lithography system solutions
Currently, AICS CCL manufacturers are using extremely 

large field steppers (250mm x 250mm) with substrate formats of 
510mm x 515mm and 600mm x 600mm. However, there is some 
discussion of 650mm x 650mm substrates, but these are not 
mainstream. These extremely large field steppers achieve high 
throughputs in excess of 110 panels per hour (PPH).

In addit ion to steppers, pr inted ci rcuit board (PCB) 
manufacturers are experienced with laser direct imaging (LDI) 

Figure 2: Glass substrate.
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systems; as such, these lithography tools 
are also being used for RDL patterning 
involving AICS CCL. Of course, LDI has 
the advantage of not requiring reticles, but 
it is limited in resolution and throughput 
a nd  no t  su i t able  fo r  h ig h -volu me 
manufacturing (HVM). LDI is more of a 
research and development (R&D) tool to 
test out new designs and prototype larger 
geometry packages.

For A ICS CCL processes ,  H V M 
steppers have low NA, which provide 
a large DOF; this allows steppers to 
easily accommodate the non-f latness 
of the substrate material. Currently, the 
RDL l/s resolution for extremely large 
field size HVM steppers is limited to 
3µm. However, as we move closer to 
RDL of 2/2µm l/s, stepper solutions 
are available, albeit with smaller field 
sizes. The downside here is that such 
solutions limit package sizes to less than 
60mm x 60mm—smaller than what most 
advanced packages will need—until the 

next generation of extremely large field 
steppers arrive with higher NA to support 
less than 2/2µm l/s. 

At this time, R&D programs using 
CCL and/or glass substrates are racing 
toward the 2/2µm l/s node. HVM is still at 
9/12µm l/s and is moving slowly towards 
5/5µm l/s, with lithography requirements 
easily satisfied by the extremely large 
field size steppers. The HVM of glass 
substrates and 2/2µm l/s are not expected 
to occur until the end of the decade, so 
there is still time to gain a comprehensive 
u nde r s t a nd i ng  of  t he  l i t hog r aphy 
requirements for 2/2µm l/s. Still, there 
are many lithography questions that 
need to be answered. For instance, what 
is the correct NA and DOF requirement 
and field size? Of course, customers are 
looking for these performance parameters 
to go beyond the laws of physics, so 
there needs to be more discussions and 
collaboration to determine what will  
be required.

In the past, the semiconductor industry 
referenced the International Technology 
Roadmap for Semiconductors (ITRS) to 
align original equipment manufacturers 
(OEMs) with mater ial and substrate 
suppliers to deliver solutions with a clear 
indication of timing. Unfortunately, the 
Heterogeneous Integration Roadmap 
(HIR) does not have the level of detail 
required for lithography.

In the absence of a detailed industry-
d e f i n e d  l i t h o g r a p h y  r o a d m a p , 
collaboration between OEMs and the 
material /substrate supply chain will 
be imperat ive.  To help meet  these 
ch a l l e nge s ,  O n t o  I n nova t io n  h a s 
established the Packaging Application 
C e n t e r  o f  E xc e l l e n c e  ( PAC E )  i n 
ou r  Wi l m i ng t o n ,  M a s s a chu s e t t s , 
headquar ters to address th is issue. 
Collaborators are already engaged with 
the company in def ining projects to 
help answer many of the most pressing 
lithography questions. 

PACE will provide access to next-
ge ne r a t io n  ex t r e mely  l a r ge -f i e ld 
steppers, inspection, metrology and 
software capabilities that are currently 
in development. Furthermore, OEMs 
and supply chain partners will be able to 
develop next-generation materials using 
the center’s infrastructure and its team’s 
advanced packaging knowledge to provide 
customers with the solutions they need 
to accelerate their technology roadmaps, 
whether the future is in CCL or glass.

This collaborative opportunity posed 
by PACE may help determine the answer 
to the bigger question of which technology 
will win the race: copper clad laminate or 
glass. Until then, the debate continues.
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Heterogeneous chiplet integration to make megachips
By Rabindra N. Das, Jason Plant, Alex Wynn, Matthew Ricci, Ryan Johnson, Matthew Stamplis, et al.  [MIT Lincoln Laboratory]

h i s  p a p e r  d e s c r i b e s  a 
new, extremely large area 
integrated circuit (ELAIC) 

solution—we are calling a “megachip”—
s u i t a b l e  fo r  c o m b i n i n g  m u l t i p l e 
chiplets of varying type (e.g., memory, 
application-specific integrated circuits 
[ASICs], central processing units [CPUs], 
graphics processing units [GPUs], power 
conditioning) into a single package on a 
common interconnect platform.

The megachip approach helps to 
rearchitect heterogeneous chip tiling 
for developing highly complex systems 
having desi red ci rcuit  densit y and 
performance. Recent work on large-
a r e a  s u p e r c o n d u c t i n g  i n t eg r a t e d 
ci rcuits to join mult iple individual 
d ie  i s  h ig h l ig ht ed  i n  t h i s  a r t icle , 
with par ticular at tention paid to the 
processing of the high-density electrical 
i nte rcon nect s  for med bet ween the 
individual die. A variety of megachip 
a s s e m b l i e s  w e r e  f a b r i c a t e d  a n d 
characterized using several techniques 
(i.e., scanning-elect ron microscopy 
(SEM), optical microscopy, confocal 
microscopy, X-ray) to investigate the 
integration quality, minimum feature 
size, silicon content, die-to-die spacing, 
a nd  g a p  f i l l i ng .  S i l i c on  d iox id e , 
b e n z o c yclobu t e ne  ( BC B),  e p ox y, 
polyimide, and silicone-based dielectrics 
were used for gap fill, via formation and 
redistribution layers (RDLs).

For  t he  megach ip approach ,  t he 
thermal stability is improved by reducing 
the die-to-die (D2D) gap and increasing 
the silicon content, allowing assemblers 
to mitigate the problem of mismatch 
in coeff icient of thermal expansion 
(CTE) for different substrates/modules 
integration schemes, which is important 
for allowing the broad temperature range 
stability from ref low to operation at 
room or even cryogenic temperatures. 
Meg a c h i p  t e c h n olog y  f a c i l i t a t e s 
more space-efficient designs and can 
accom modate most  hete rogeneous 
dies without compromising stability or 
introducing CTE mismatch or warpage. 
A variety of heterogeneous chips were 

used to fabricate megachip modules. 
The present process allows fabrication 
of megachip buildup layers having 
thicknesses in the range of 1-10µm, which 
allows packaging st ructures having 
both finer pitch and higher density. The 
processes and materials used to achieve 
smaller feature dimensions, sat isfy 
stringent registration requirements, and 
achieve robust electrical interconnections 
are discussed.

Introduction
The increasing demand for digital 

computing, mobility, and connectivity 
i s  d r i v i n g  t h e  m i c r o e l e c t r o n i c s 
industry toward cost-driven, highly-
integrated, miniaturized technology 
with increased performance and lower 
power consumpt ion to br ing next-
generation devices into more and more 
applications [1-2]. Over the last decade, 
high-performance computing (HPC) 
has evolved to adapt smaller and more 
diverse technology nodes suitable for 
ar tif icial intelligence (AI), machine 
learning, and embedded computing 
p l a t f o r m s — t h e s e  a p p l i c a t i o n s 
consistently involve trade-offs between 
enabl ing more compute capabi l i t y 
versus constraints in volume, weight, 
power, and thermal management. 

Most  of  t he  power consu mpt ion 
fo r  t he  above  appl ica t ion s  i s  due 
t o  mov i ng  d a t a  be t we e n  ch ips  i n 
a  s y s t e m  r a t h e r  t h a n  t h e  a c t u a l 
c o m p u t i n g  [ 3 ] .  F u r t h e r m o r e , 
t radit ional Moore’s Law scaling for 
developing next-generat ion devices 
faces var ious chal lenges including 
f a b r i c a t i o n  o f  l a r g e r  c h i p  s i z e s 
and associated y ield improvement , 
development t ime, and cost scaling. 
This has forced the microelectronics 
i nd u s t r y  t o  d eve lo p  a  nu mb e r  of 
a l t e r n a t i ve  a d v a n c e d  p a c k a g i n g 
a r ch i t e c t u r e s  a n d  h e t e r oge n e ou s 
i n t e g r a t i o n  t e c h n o l o g i e s  [4 ] .  A 
modern packaging architecture needs 
to integrate mult iple processor and 
a c c e le r a t o r  ch ip s  w i t h  m i n i mu m 

chip-to-chip spacing to minimize the 
interconnect length, on-chip memory, 
higher bandwidth connect ions, and 
management for greater heat densities, 
while being pushed into higher I /O 
counts, smaller pitches, and larger 
foot pr ints [5-6].   This necessar i ly 
drives a requirement for improving the 
power eff iciency of the chip-to-chip 
I /O s .  I n  a d d i t io n ,  n e w  a d va n c e d 
packaging requires low-loss, mixed 
mater ial, and versatile construction 
t o  a c c o m m o d a t e  t h e  c o m pl e x i t y 
a ssoc ia t ed  w it h  s i ze ,  weig ht ,  a nd 
power (SWaP) optimization.

C o n v e n t i o n a l l y,  b e t t e r  w i r i n g 
d e n s i t i e s  h ave  b e e n  a ch ie ve d  by 
using f illed dielectr ic to reduce via 
d i m e n s io n s ,  l i n e s ,  a n d  s p a c e s —
t h e r e b y  i n c r e a s i n g  t h e  n u m b e r 
o f  c i r c u i t  l a y e r s — a n d  u t i l i z i n g 
m i c r o v i a s  f o r  i n t e r c o n n e c t i o n . 
However, each of these methods has 
inherent l imitat ions.  For example, 
there are limitations related to laser 
d r i l l ing and elect roplat ing of h igh 
aspect ratio blind- and through-vias, 
increased resistance of narrow (and) 
long circuit lines, and increased cost 
of fabr icat ion related to addit ional 
w i r i n g  l a y e r s  [ 7 ] .  A s  a  r e s u l t , 
microelectronics packaging is moving 
toward alternative, innovative, low-
c o s t  a p p r o a ch e s  a s  s o lu t io n s  fo r 
miniatur izat ion [8-10]. Fabr icat ion, 
a s s e m b l y ,  a n d  h e t e r o g e n e o u s 
integrat ion are br idging the gap by 
enabling economic use of the thi rd 
dimension (2.5D and 3D packaging). 
S y s t e m - l e ve l  i n t e g r a t i o n  i s  a l s o 
emerging. These approaches include 
mu l t i - d ie  s y s t e m - o n - ch ip  (S o C ) , 
system-in-package (SiP), stacked die, 
or package-stacking solutions.

I n  add i t ion  to  t he  t r end towa rd 
miniatur izat ion, new mater ials and 
structures are required to keep pace 
w i t h  mor e  d e m a nd i ng  p a ck a g i ng 
per for mance requi rements.  Wafer-
level packages (WLP),  panel-level 
p a c k a g e s  ( PL P) ,  s i l i c o n /o r g a n i c 
i n t e r p o s e r s  w i t h  r e d i s t r i b u t i o n 

T
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layers (R DLs),  act ive inter posers , 
a n d  b r i d g e  d i e  h ave  b e c o m e  t h e 
p refe r r ed  me t hod s  fo r  lowe r- cos t 
integrat ion to meet the demands of 
higher functionality in ever-smaller 
packages, especial ly when coupled 
with the use of different technology 
node die [11-13]. The size of WLP 
increases with smal ler  technology 
nodes and causes more rel iabi l i t y 
and chip package mismatches. Today, 
various WLP technologies including 
W LPs  w i t h  a nd  w i t hout  t h roug h-
s i l i c o n  v i a s  ( T S Vs) ,  W L P s  w i t h 
embedded-integrated passive devices, 
and use of low CTE, low-loss, high-
g la ss  t r a n s i t ion  t emper a t u re  (Tg)  
material-based wafer-level substrates 
featuring f ine traces and embedded/
i n t e g r a t e d  p a s s ive s ,  a r e  u s e d  t o 
reduce WLP chip package mismatch. 
Similarly, f lip-chip integration with 
the br idge die embedded within the 
package substrate allows for shorter 
interconnect lengths for chip-to-chip 
communicat ion. Act ive inter posers 
with act ive-to -act ive bonding [14] 
a re  prefe r red for  h igh-bandwidth ,  
low-latency communication. 

Although there are many packaging 
approaches available today for chiplet 
integration, the authors believe that 
there is room for further improvement. 
T i l i n g  h u n d r e d s  o f  k n ow n - g o o d 
ch ips in prox imit y to one another 
and c reat ing ch ip -l i ke wi r ing and 
silicon content are highly desirable for 
creating next-generation chiplet-based 
computing architectures, but has yet to 
be demonstrated. Here, we present the 
implementation of such a chiplet-based 
tiling approach.

This paper discusses a heterogeneous 
chip tiling that enables the realization 
of ext remely la rge-area integ rated 
circuits (ELAICs)—or megachips—
c o n t a i n i n g  h u n d r e d s  o f  c l o s e l y 
s p a c e d  s m a l l  c h i p l e t s  t h a t  a r e 
interconnected using RDLs fabricated 
via a lithographic process. The ELAIC 
platform allows the tiling of known-
good chiplets to make systems that 
perform as a single-chip monolithic 
device, despite being composed of 
many smaller heterogeneous chiplets. 
With this approach, one can fabricate a 
large-format single-chip-like SoC from 
advanced-node chiplets, screening for 
known-good die in order to increase 
the yield and performance of advanced-

n o d e  t e ch n olog y  b e yo n d  wh a t  i s 
possible in a single-chip format. 

A key  focu s  of  t h i s  pape r  i s  t o 
address the scaling challenges faced 
when building large-scale processors. 
For example, the ELAIC solution is 
suitable for combining multiple types 
of chips (e.g., memory, ASICs, CPUs, 
GPUs,  power cond it ion ing)  i nto a 
single system. This approach extends 
t he  nu mber  of  ch ip  t i le s  w ith i n  a 
given space by enabling suff iciently 
h ig h ch ip - to - ch ip  con nec t iv i t y  to 
al low mult iple ch iplets to per for m 
as a single-chip monolithic device. 
C on ne c t i ng  ch ip le t s  t h r ou g h  ou r 
approach will enable a path to increase 
t he  fo r mat  s i ze  of  he t e roge neou s 
processors .  The ELAIC st r uct u re, 
having 5-20μm chip-to-chip spacing, 
c r e a t e s  s h o r t  ( i . e . ,  5 0 - 5 0 0 μ m ) 
electr ical links for high-bandwidth, 
l ow- l a t e n c y  c o m m u n i c a t i o n .  A n 
ELAIC has a chip-like silicon content 
(about  99%),  a l low i ng t he r mal ly-
stable and inexpensive fabr icat ion 
of a heterogeneous SoC with chip-
like wiring densities. For HPC, power 
consumption comes pr imar ily f rom 
m ov i n g  d a t a  b e t we e n  c h i p s  i n  a 
system rather than from the on-chip 
comput ing operat ions. The ELAIC 
approa ch  r e duce s  d a t a  move me nt 
const raints by integrat ing mult iple 
chiplets with minimum chip-to-chip 
spacing, thereby reducing the loading 
of these I/O paths by at least an order 
of magnitude. By integrating multiple 
chiplets into one large-area chip (2D 

array), the ELAIC approach can help 
solve many scalability challenges for 
high-end electronics.

The megachip approach
T he  fol low i ng  se c t ion s  d i scu s s 

the megachip (or ELAIC) approach 
w i t h  r e s p e c t  t o  t i l i n g ,  p h y s i c a l 
characterization, and demonstration of 
the electrical interconnect. 

E L A IC  ch i p - t i l i n g  a p pr o a ch . 
The approach to ELAICs involves 
developing an integ rat ion process 
t h a t  c a n  a d d r e s s  t h e  s c a l i n g 
ch a l le nge s  f a ce d  by  m a ny  mu l t i -
chip systems. Integration of multiple 
c h i p s  t h a t  w e r e  p r o d u c e d  u s i n g 
different (heterogeneous) fabrication 
technologies has been a persistent 
chal lenge. Typical ly,  indiv idual ly-
packaged ch ips  u se  a  boa rd- level 
assembly approach, and the associated 
“parasit ic” elect r ical overhead and 
latency of ten become the l imit ing 
factors to a system’s performance.

The ELAIC integration process will 
allow the tiling of known-good chips 
to make systems that per form as a 
single-chip monolithic device, despite 
being composed of several smaller 
heterogeneous ch ips.  The pr imar y 
goal of this effort is to develop a chip 
packaging interconnected with a RDL 
that is capable of integrating hundreds 
of chips in proximity to one another in 
a single system as shown in Figure 1. 
The RDL typically has multiple metal 
layers, each separated by a plasma-
enhanced chemical vapor deposition 

Figure 1: Extremely large-area integrated circuit (ELAIC), or megachip, concept: a) (left) Regular package 
where individual chips are attached to the substrate (organic or Si) and interconnected through the substrate; 
b) The megachip combines all the chips in a single plane where each individual chip will have at least two 
nearest neighbor chips for interconnection. The megachip enables chip-like wiring and eliminates the need for a 
substrate containing interconnects.
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( PECV D) s i l icon  d iox ide  l aye r,  poly i m ide ,  o r  BCB 
dielectric, and uses micro-vias for interconnection. For our 
demonstration, the metal wiring layers were patterned using 
non-contact direct-write photolithography, which supports 
minimum wiring layer dimensions of 1µm and field sizes 
exceeding the largest relevant reticle size (50 x 50mm2). 

We evaluated va r ious ch ip -l i ke d ielec t r ic ,  wi r ing, 
and interconnection options. An ELAIC process f low is 
illustrated in Figure 2. The illustration displays the process 
f low for a double-layer RDL with a micro-bump layer on top 
of the RDL. The primary advantage of the ELAIC assembly 
is to produce a narrow (5-20µm) gap between the chips. This 
kind of gap is suitable for short (50 to 500µm) chip-to-chip 
interconnect lengths as shown in Figure 2c. Today, many 
high-performance electronic integrated circuits (e.g., field-
programmable gate arrays [FPGAs]) use parallel interfaces 

for chip-to-chip communication. This approach requires 
small electrical length and more individual physical wires 
for data t ransmission. ELAIC enables nar row chip-to-
chip spacing (10-20x smaller than the traditional approach) 
for smaller interconnect lengths and finer feature circuits, 
thereby enabling more physical wires for I/O connections 
with lower-latency, lower-power, higher-bandwidth chip-to-
chip communication. 

As a first step for chip tiling, we developed an assembly 
process for maintaining narrow gaps between the chips 
while maintaining top chip surface planarity in a larger scale 
ELAIC format. The top chip surface planarity enables thin 
dielectric deposition to make a finer pitch interconnection 
with chip-like RDL circuits. We assembled various ELAIC 
configurations using 5mm x 5mm to 20mm x 20mm chips in 
order to test chip surface planarity and chip-to-chip spacing/
gap for the ELAIC structure. Figure 3 shows various ELAIC 

Figure 2: Process flow for an ELAIC construction. The chips are assembled on 
a handle wafer: a) Known-good die are placed face-to-face using a microscope. 
In general, the die use thermal interface materials (TIM) or related materials for 
die attachments; b) The dielectric layer is deposited; c) The first RDL is formed; 
vias are etched and top metal is deposited on the dielectric layer; d) The second 
RDL and additional dielectric layers for more complex interconnectivity are formed 
(target up to 4 RDLs); and e) Micro-bump fabrication—the bumps are deposited 
for flip-chip connection.

Figure 3: The ELAIC combines known-good die together to make systems 
that perform like an extremely large single chip. The scalability of the ELAIC 
fabrication process is shown—with assembly sizes ranging from 4 chips to 16 
chips to 256 chips: a) Four 5mm x 5mm chip assembly; b) 16 5mm x 5mm chip 
assembly; and c) 256 5mm x 5mm chip assembly. 
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conf igurat ions using 5mm by 5mm 
chips ranging from 4 chips up to 256 
chips as a representat ive example. 
T he ext remely la rge a rea (Figure 
3c, 80mm by 80mm) circuits can be 
useful for advancing many systems, 
including those for HPC with diverse 
technology nodes for AI and deep 
learning, superconducting classical 
and quantum computing, large-format 
digital-pixel focal plane arrays [15-17] 
with minimum seam loss, photonic-
chip tiling, millimeter-wave phased-
ar ray radar t i les ,  etc.  The process 
involves the t i l ing of k nown-good 
chips to make systems that perform 
like a single-chip monolithic device, 
despite actually being composed of 
several smaller heterogeneous chips. 
Integ rat ion of mult iple ch ips with 
different (heterogeneous) fabrication 
technologies has been a persistent 
challenge. The ELAIC (or megachip) 
p l a t fo r m s  i n  m a ny  way s  s u p p o r t 
chiplet-based system requirements by:

• Combin ing k now n-good ch ips 
together to make systems that 
perform like an extremely large 
single heterogeneous chip with 
very narrow inter-chip spacing for 
compact assembly. And for phased 
arrays, allowing the tightening of 
the lat tice spacing (area is less) 
for better beam-steering.

• Providing aggressive interconnect 
pi t ch sca l i ng for  t r ue  process 
node interchangeability. And for 
RF, achieving lower interconnect 
p a r a s i t i c s  t h a t  s u p p o r t  m o r e 
broadband connections.

• Enabling chip-like circuit content 
with good inter-chip planarity.

• P rov id ing a  bu i l t- i n  heat sin k , 
t he reby  a l low i ng  fo r  a  be t t e r 
thermal solution for large chips. 

• S u p p o r t i n g  m i x e d - m a t e r i a l 
const ruction with more Si /mm3 
(chip-like Si density), minimizing 
CTE mismatch, and suppor t ing 
r e l i a b l e  o p e r a t i o n  r a n g i n g 
f rom room temperature to high 
(fabrication) and low (cryogenic) 
temperatures.

• Offer ing a path for int roducing 
heterogeneous integration of non-
silicon chips (not explored in this 
present work).

• A l l o w i n g  a c t i v e - t o - a c t i v e 
bonding (mix-and-match chiplets), 

Figure 4: A 16-chip ELAIC assembly with very small 5-20µm chip-to-chip (C2C) spacing filled with dielectric. 
a) (top left): optical image of a 16-chip (each 5mm x 5mm) ELAIC assembly and b-d) (top right, bottom left, 
bottom right) corresponding enlarged SEM images that indicate a narrow C2C spacing filled (white area in 
SEM) with dielectric.

Figure 5: Selective-area confocal scan for a 4-chip ELAIC assembly. The figure shows confocal images 
and corresponding line scan between the chips to measure inter-chip planarity: a) Confocal micrograph and 
corresponding line scan. Confocal line scan from chip 1 metal pads (1,2,3) to chip 2 metal pads (4,5,6); and 
b) An enlarged confocal line scan; the confocal line scan shows metal pad height variation along the line as it 
scans from one edge to the other.
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b o t h  s i d e  e f f i c i e n t  m e t a l l i c 
t h e r m a l  i n t e r f a c e  m a t e r i a l s 
(TIM), reduced die-die thermal 
resistance, and thermal cross-talk 
between neighboring die. 

• Handling higher power density 
with a thermally-efficient Si f loor 
plan. 

ELAIC physical characterization. 
We used a variety of nondestructive 
a n a l y s i s  t e c h n i q u e s  f o r  E L A I C 
physica l  dev ice  cha r a c t e r i z a t ion . 
F i g u re s  4 - 5  show r e p re se n t a t ive 
examples of ELAIC characterization. 
S E M ,  c o n f o c a l  s c a n ,  X - r a y , 
a n d  o p t i c a l  i m a g e s  a r e  u s e d  t o 
character ize key fabr icat ion steps, 
which include chip-to-chip spacing, 
i n t e r - c h i p  p l a n a r i t y ,  d i e l e c t r i c 
deposit ion ,  v ia for mat ion ,  feat u re 
size, and micro-bumping. Figure 4 
shows spacing between the stealth-
d i c e d  c h i p s  i n  a  16 - c h i p  E L A IC 
assembly. The SEM data indicates 
that the ELAIC fabr icat ion process 
maintains a nar row gap of 5-20µm 
bet ween the ch ips and gap f i l l i ng 
b e t w e e n  t h e  c h i p s .  A p p r o p r i a t e 
cleaning to remove dicing debris and 
give a smooth chip edge with minimal 
chipping is cr it ical for minimizing 
chip-to-chip spacing.

Confocal microscopy was used to 
evaluate inter-chip planarity. Figure 
5  s h ow s  r e p r e s e n t a t ive  c o n fo c a l 
images of a 4 -chip ELAIC module 
measured using 100nm resolution in 
the z-axis. The confocal l ine scans 
show z-height  va r ia t ion a long the 
line as it scans from one chip to the 
o t he r.  Met a l  pad he ig ht  va r ia t ion 
( pad 1- 6)  with in and bet ween the 
chip is negligible (less than 1µm).  It 
is clear from confocal line scan data 
that the fabrication process maintains 
ch ip -l i ke i nte r- ch ip plana r i t y.  We 
have developed a var iety of ELAIC 
a ssembly  approa ches  t o  op t i m i ze 
critical alignments between the chips. 
Fo r  ex a mple ,  t he  EL A IC dev ic e s 
used optical microscope for chip-to-
chip alignment, and the post-process 
alignment accuracy was ±3µm. The 
gap f i l l  and chip sur face planar ity 
allow us to select f rom a variety of 
d ielect r ic mater ial (PECVD oxide, 
benzocyclobutene [BCB], si l icone, 
polyimide, etc.) to deposit on top of 
the ELAIC surface.  

Figure 6: Passive circuit demonstration on top of a 16-chip ELAIC assembly: a) A single metal layer RDL; 
b) A double metal layer RDL deposited on BCB; c-d) A daisy chain circuit created on top of a 16-chip ELAIC 
assembly using multi-layer BCB dielectric. 

Figure 7: A passive interconnection circuit demonstration on top of a 16-chip assembly. The figure 
represents single-metal-layer passive circuits with four sections. Each 4-chip section has 1-10µm wide, 
5-20mm long circuit traces going between the chips. a) Optical image of ELAIC and corresponding selective 
area SEM images of the circuit connecting the chips; b) Measured room temperature (RT) passive circuit 
resistance for four different sections. Resistance variation is due to the different widths and lengths of the 
electrical interconnect lines.
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ELA IC electr ica l  interconnect 
demonstrat ion.  As a next step for 
chip tiling, we selected PECVD oxide 
and BCB for R DLs. We have used 
single- and double-metal layers for 
implement ing a passive elect r ical-
i n t e r c o n n e c t  d e m o n s t r a t i o n . 
Figure 6 shows a variety of passive 
interconnects deposited on a 16-chip 
(each 5mm x 5mm) ELAIC assembly. 
For example, it  shows a var iety of 
passive interconnects ranging f rom 
hav i ng 1-10µm w ide  a nd 5 -20 m m 
long circuit traces going between the 
ch ips.  We also used a daisy chain 
ci rcu it  to  access  i nte rcon nect ions 
between metal layers. Figure 7 shows 
a representative single-layer passive 
ci rcuit  example. Figure 7a   shows 
an optical image and corresponding 
enlarged SEM images of a passive 
ci rcu it  l i thog raph ical ly-fabr icated 
using BCB dielect r ic on a 16 -chip 
ELAIC assembly.  The SEM shows 
f i n e r  l i n e  c i r c u i t s  d ow n  t o  1µ m 
connecting multiple chips. These kind 
of f ine -l ine ci rcu it s  suppor t  ch ip -
like wiring. Figure 7b shows room-
temperature resistance of the passive 
circuits. It consists of four sections 
and each sect ion has 1-10µm wide 
(t race width:1-10µm ) and 5-20mm 
long traces going between the chips. 
Li new id t h  a nd  l i ne le ng t h  d ic t a t e 
the tot a l  resis t ance for  i nd iv idual  
passive circuits.

In addition to passive circuits, we 
a l so  i nves t iga t ed  i n t e rcon nec t ion 
between active superconducting chips 
containing tri-layer Josephson junctions 
(JJs) for larger system applications, 
such as quantum processors, readouts, 
control, and amplif ier chips. Active 
chips can be connected together to 
create a multi-die SoC. These JJs and 
other active components may be on the 
same chip, or separate chips assembled 
into the ELAIC platform. In either 
case, a first step toward assessing the 
suitability of the ELAIC structure with 
Nb/Al-AlOx/Nb tri-layer junctions is 
to determine the impact of fabrication 
on the tri-layer junction performance. 
The addition of the RDL fabrication 
to the JJ chip may change the critical 
cur rent ,  sub-gap voltage and other 
ju nc t ion  p r o p e r t i e s .  I n  a d d i t ion , 
multiple chip assembly, gap f illing, 
a nd  pla n a r i z a t ion  m ay  a f fe c t  t he 
stabil ity and junct ion per formance 

a t  4K .  To  qu a nt i f y  t he  ef fe c t s  of 
fabrication on the tri-layer junction, 
we fabr icated an ELAIC assembly 
where multiple superconducting chips 
with tr i-layer junctions are at tached 
to a single large ELAIC. This allowed 
us to determine the impact of ELAIC 
f a b r i c a t i o n  a n d  t o  d e m o n s t r a t e 
basic desi rable f unct ional it ies  for  
multi-die SoC.

To assess the electrical performance 
of the chip assembly, multiple 4-chip 
E L A IC  d e v i c e s  ( F i g u r e  8 )  we r e 
at tached to a ci rcuit card and wire 
bonded to measure I-V characteristics 
of tri-layer-based JJs at 4.2K. ELAIC-
assembled superconducting chips had 
mult iple sizes of junct ions ranging 
i n  s i z e  f r o m  70 0 n m  t o  10 0 0 n m . 
Each measurement showed a typical 

Figure 8: An active circuit demonstration. The figure shows three 10mm x 10mm ELAIC samples attached to 
a circuit card. Each ELAIC module consists of four active device chips containing superconducting junctions. 
These ELAIC devices used PECVD silicon dioxide as the dielectric and Ti-Au chip-to-chip interconnections. 
a-b) Optical image of 10mm x 10mm ELAIC attached to a circuit card for cold testing; c) Three 10mm x 
10mm ELAIC samples attached to a circuit card for cold testing; d) The I-V characteristics of JJ series arrays 
connected between the chips through Nb and gold lines with a drawn JJ diameter of 0.7μm and 1μm.
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I-V character is t ic  of  N b/Al-AlOx /
Nb unshunted tunnel junctions (i.e., 
with respect to the Josephson critical 
cu r r e n t ,  sub -gap  vol t age ,  nor ma l 
r e s i s t a nce  a t  4 .2K).  A  va r ie t y  of 
active superconducting chips with tri-
layer junctions have been assembled 
to implement the ELAIC. The I–V 
characteristics and switching current of 
various tri-layer flip-chip JJ arrays were 
measured. We measured many ELAIC 
JJ arrays ranging from 40 to 20,000 
JJs in series, with JJ drawn diameters 
ranging between 1.0μm and 0.7μm. 
I-V characteristics were measured for 
ELAIC JJ a r rays connected across 
mu l t ip le  ch ip s  t h roug h  t he  R DL . 
Figure 8d  shows a  represent at ive 
exa mple  of  t he  t y pica l  I -V cu r ve 
obtained from these multi-chip JJ series 
arrays connected through Nb and gold 
lines between the chips. This confirms 
connectivity between the chips through 
R DL  a n d  t h e  p r e s e r v a t i o n  o f  J J 
characteristics after RDL fabrication.

Single chip vs. the megachip 
concept

F i g u r e  9  c om p a r e s  t he  EL A IC 
assembly with an equivalent single chip 
fabricated using a standard integrated 
ci rcuits process. A 20mm x 20mm 
unsingulated chip was diced into 16 5mm 
x 5mm chips and reassembled to create a 
20mm x 20mm ELAIC. We used X-ray 
imaging to inspect the single chip before 
dicing as well as the subsequent ELAIC. 
The X-ray image of the single chip and 
ELAIC looks similar. Dicing of the single 
chip removes Si from the dicing lane 
causing a smaller metal-to-metal gap 
between the chips as shown in Figure 9d. 
Overall, the ELAIC fabrication process 
produces a highly compact (>99% Si 
content) chip assembly with 5-20μm  
spacing between the chips, and maintains 
inter-chip planarity that is required for 
the finer line and smaller interconnect 
length needed to form parallel interfaces 
with wide I/O, high-bandwidth, and low 
latency for chip-to-chip communication. 
Table 1 compares the single-chip SoC 
option with ELAIC multi-die SoC.

ELAIC can be used for f l ip-chip 
bonding to simplify fabrication and 
enhance connectivity and functionality 
in 3D for various applications. Flip-
chip ELAIC (see Figures 10-11) offers a 
number of advantages over conventional 
monolithic SoC approaches:

Figure 9: A single-chip vs. an ELAIC assembly: a) Optical image of a 20mm x 20mm unsingulated chip; and b) 
corresponding X-ray image of that unsingulated chip. This 20mm x 20mm single chip was subsequently diced 
into 16 5mm x 5mm chiplets. c) Optical image of a 20mm x 20mm ELAIC formed by recombining the 16 5mm 
x 5mm chiplets into single chip-like structures; and d) corresponding X-ray image of the ELAIC in c).

Table 1: A megachip vs. a single chip.
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• Provides various low-cost multi-
chip read-out IC (ROIC) assembly 
for silicon avalanche photodiodes 
(Si-APDs) and other imagers [15-17].

• Introduces f lip-chip Si-less active/
passive br idge for chip-to-chip 
connection.

• Enables a thermally-optimized Si 
floorplan.

• Provides a cost benefit for yield and 
node optimization.

Summary
An integrated approach to develop 

ELAICs, or “megachips,” using various 
heterogeneous die configurations has 
been demonst rated.  This approach 
is suitable for h igh-end, expensive 
e le c t ron ics  whe re  a n  SoC ca n  be 
d iv ided into ch iplet s  with desi red 
funct ionality and an ELAIC mult i-
die SoC can be created. The ELAIC 
can incorporate chips/chiplets f rom 
d i f fe r e n t  fou nd r y  p ro ce s se s ,  a nd 
different technology nodes to improve 
m i x  a nd  m a t ch  capabi l i t y,  wh ich 
further improves package performance. 
It also provides scalability to place a 
large number of chips onto the ELAIC 
platform, and enables a design that 
packages many different functionalities 
together, making it a viable approach to 
build larger systems. 

The ELAIC solution is suitable for 
mak ing the r ight  choices in te r ms 
of  cos t  a nd pa r t i t ion i ng–for  each 
of the targeted applicat ions, and to 
p rov ide  a  he t e rogeneou s  pa t h  for 
large-scale fabr icat ion. The ELAIC 
integrat ion suppor ts the capabil ity 
to integrate hundreds of chips (also 
known as chiplets) in proximity to 
one another in a single system. This 
integration technology enables small 
(50 -100µm) interconnects requi red 
for paral lel  inter faces for ch ip-to -
chip communications. The extremely 
large area integrated circuit allows 
for connections between bare chips, 
a nd  t he  w i r i ng  b e t we e n  ch ip s  t o 
b e  a s  sm a l l  a s  t he  w i r i ng  w i t h i n 
a  c h i p .  T h e  a p p r o a c h  i n c r e a s e s 
the ci rcu it  complexit y that  can be 
integrated within a given space by 
enabling suff iciently h igh chip-to-
chip connectivity to allow multi-chip 
systems to perform as a single-chip 
monolithic device.

 

Figure 10: A flip-chip ELAIC: a) A 20mm x 20mm 16-chip ELAIC; b) An ELAIC flip-chip bonded to Si-die and 
underfilled to make a flip-chip ELAIC; and c)  Si  etched from flip-chip die and stopped at the oxide surface 
of the flip-chip die—this view shows a Si-less flip-chip ELAIC and the corresponding enlarged image looking 
through the oxide surface.

Figure 11: An 80mm x 80mm ELAIC (or megachip). It has sixteen 20mm x 20mm chips assembled to create 
the 80mm x 80mm megachip. The figure also shows a flip-chip bonded megachip and the corresponding 
enlarged schematic to show a chip-to-chip connection option through the flip-chip die. The next step is 
to remove Si from the flip-chip die (similar to Figure 10c) and stop at the oxide layer. Adding a Si-less 
interconnect layer adds 2-6µm thickness—necessary for creating the finer pitch megachip assembly.
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Readying the supply chain for chiplets and 
heterogeneous IC packaging
By Mike Kelly, Dave Hiner, Ruben Fuentes, Jonathan Micksch, Vineet Pancholi  [Amkor Technology, Inc.]

roducts using heterogeneous 
integration (HI) and chiplets 
are here, they are in production, 

and the current trend is for more products 
and more customers to develop and qualify 
their products at outsourced semiconductor 
assembly and test suppliers (OSATs) and 
foundry providers.

Combinat ions of  processors and 
memories have been around for years, 
culminating at the high end with processors 
and high-bandwidth memory (HBM) to 
address a fast-growing market for artificial 
intelligence (AI) algorithm training. 
Now, the functional de-partitioning of 
die functions into chiplets is enabling a 
broader and more potent impact on future 
designs. Chiplet approaches allow product 
performance increases to continue at a cost 
point that is still compelling. Total silicon 
costs can be lower due to better yields for 
smaller chiplets, and the opportunity to use 
a mixture of silicon process nodes to further 
optimize the cost of the silicon. Integrated 
circuit (IC) packaging for heterogeneous 
and chiplet approaches is more expensive, 
but this rise in package cost is offset by 
reduced total silicon expenses and favorable 
time-to-market advantages.

Moving to chiplets and HI implementations 
has required a new infrastructure to be 
established for IC and package design, IC 
and package fabrication, and electrical test. 
Design tools need to comprehend multiple 
ICs in 2D and 3D physical configuration, 
functional device electric test (E-Test) 
and higher power densities. IC packaging 
to support chiplets, and heterogeneous 
constructions, have been a primary focus 
for OSATs and foundries in recent years. 
Multi-die products must be integrated 
into one functional unit. Such integration 
is accomplished using higher-density 
integration approaches, namely wafer-scale 
(chip-on-wafer, CoW) high-density modules 
and high-density multi-chip modules 
(MCMs), or both. High-density modules are 
then attached to the IC package substrate in 
a production environment like the venerable 

system-on-chip (SoC) flip-chip ball grid 
array (FCBGA) packages, but with several  
key customizations.

Currently, the packaging methodologies 
employed  i n  bot h  p roduc t ion  a nd 
development encompass the following: 1) 
2.5D through-silicon via (TSV) modules 
relying on silicon interposers, i.e., 2.5D 
TSV; 2) modules utilizing high-density 
fan-out (HDFO) multi-layer redistribution 
layer (RDL) approaches; or 3) modules 
featuring bridges. These two-dimensional 
constructions can be used for discrete die 
combinations as well as combinations of 
discrete die and 3D die stacks. The sections 
below discuss this developing landscape, 
starting first with the 2.5D TSV.

2.5D TSV silicon interposers
2.5D TSV has been in high-volume 

manufacturing (HVM) at Amkor since 
2017. The process flow begins with a full 
“TSV-reveal” capability, starting with 
full thickness interposer wafers from 
one of the foundries, thinning to reveal 
the Cu TSVs, followed with an inorganic 
passivation step, under bump metallization 
(UBM) and interposer backside bumping.

This product space is dominated by 
high-performance processors working 
in combination with high-bandwidth 

DR AM memor y (HBM), includ ing 
HBM2, HBM2e and HBM3. 2.5D TSV 
was one of the first modern heterogeneous 
integrations using a high-density module 
to permit integration of the processor and 
DRAM in the package itself. The silicon-
based interposer uses a Cu backend 
foundry fabrication process, and this 
enables 1-2µm lines and spaces inside 
the IC package. This has been critical to 
enable a very wide parallel data base for 
HBM communication. In many ways, it 
was this process development to enable 
2.5D TSV taking place in 2015-2018 
that set the stage for a new class of high-
density module-based products. These 
new approaches targeted the next wave 
of heterogeneous integrations as chiplets 
that were being designed and qualified in 
just the last few years. In addition to the 
latest processing know-how developed 
to support the TSV reveal process, a new 
class of ultra small Cu pillar bumps was 
required to support bump pitches in the 
40-55µm range. This requires advanced 
plating tools and chemistries.

Many of the foundational technologies 
noted above were used as is or extended 
to intersect other high-density modules 
such as HDFO and bridge-based product 
developments (Figure 1). 

P

Figure 1: High-density module-based products.
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HDFO
Modules based on HDFO interposers 

have been inter nal ly qual if ied and 
several of our customers’ products 
a re  i n  qua l i f ica t ion .  O u r  i nte r na l 
terminology for HDFO is S-SWIFT 
(Subst rate Silicon Wafer Integrated 
F a n - o u t  T e c h n o l o g y ) .  H D F O 
technology is being applied to many 
markets and use applications, ranging 
f r o m  h ig h - p e r fo r m a n c e  c o m p u t e 
and AI, to automotive applicat ions 
and beyond.  Ch iple t  a rch itec t u res 
are leading to a push for advanced 
p a c k a g i n g  d e s ig n  r u l e s  t h a t  a r e 
enabled by HDFO and other module-
based solut ions. Our fabr icat ion of 
th is HDFO inter poser is suppor ted 
in both a chip-f i rst and a chip-last 
construction. Each fabrication method 
has advantages and disadvantages, 
and in many cases the end customer 
may have a specific requirement for a 
given f low or construction.

Ch ip  f i r s t ,  a s  t he  word s  i mply, 
involves the placement of the active 
silicon chips at the beginning of the 
module fabrication. Chips are attached 
face up on a wafer car r ier and the 
multi-layer RDL process is completed 
with direct metal connections to the 
active silicon. Chip last involves the 
fabrication of the RDL first followed 
b y  a  t r a d i t i o n a l  c h i p - o n - w a f e r 
assembly process using solder joints 
and underf ill. Once the modules are 
completed, they are assembled to a 
package substrate in a manner similar 
to non-module-based products. Figure 
2 shows a high-level comparison of 
these two approaches.

W h e n  c o n s i d e r i n g  a  p r o d u c t 
intercept into HDFO, we encourage 
the use of a test vehicle (TV) that 
matches the design complexity of the 
final product. This TV phase can make 
use of the hierarchy of design rules 
within the design to test boundaries of 
HVM design rules and overall process 
capabi l i t y.  T h is  p rocess  p rov ides 
v a l i d a t i o n  f o r  t h e  f i r s t  p r o d u c t 
intercept and gives a f irst check on 
next-generation requirements. These 
TV designs utilize a series of daisy 
chains that can test historical areas of 
high stress, including die corners, die 
gaps, module corners, stacked vias and 
others. Having a well-def ined daisy 
chain can give electrical data that can 
bolster the mechanical modeling work 

that is equally critical to the TV phase 
of development. Predictive modeling 
can provide key insights to the design 
and mater ial choices at the star t of 
a program, and it can be valuable at 
identifying challenges and solutions 
during development. This TV strategy 
for development has been used over 
ma ny successf u l  p rog ra ms a nd i s 
highly recommended.

O u r  cu r rent  SW I FT t ech nolog y 
can support module designs down to 

1.5-micron line and 1.5-micron space 
and with layer counts between 2 and 6 
layers. Module sizes can be supported 
f rom smal ler modules ,  to modules 
that are larger than reticle size using 
ret icle st itching. Figure 3  shows a 
typical 6-layer RDL module with the 
top die solder joint fabr icated in a 
chip-last approach. Figure 4 shows 
the subsequent module to subst rate 
solder joint.

Figure 3: Test vehicle die connected to HDFO.

Figure 2: General chip-first vs. chip-last flow.

Figure 4: Test vehicle HDFO module connected to package substrate.
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Bridges
The next iteration of HDFO enables 

a 3D capability using bridge silicon 
and other embedded components under 
the active silicon. The fundamental 
building blocks developed in HDFO 
interposer fabr icat ion are extended 
w i t h  t h e  i n c l u s i o n  o f  e m b e d d e d 
bridging components or other devices. 
T hese  embedded  component s  ca n 
have a basic ultra-high density routing 
function, such as between two chiplets, 
or they can be act ive or non-act ive 
components ,  such as an integrated 
passive device (IPD). The embedded 
s i l i c o n  c o m p o n e n t s  m a y  o r  m a y 
not contain TSVs allowing ver t ical 
connect ions th rough the embedded 
components.

To faci l i t ate th is  new st r uct u re, 
s e ve r a l  ke y  p r o c e s s  c a p a b i l i t i e s 
a r e  ne ce s sa r y  i nclud i ng  a ccu r a t e 
component  placement ,  t a l l  copper 
pillar plating, and warpage control. 
By using this approach, it is possible 
to ut i l ize the h igh-density rout ing 
c a p a b i l i t y  f r om t he  wa fe r  f a b  t o 
i n t e r c o n n e c t  b e t w e e n  c h i p l e t s , 
allowing a reduction in the RDL layer 
count in the HDFO interposer. The 
abi l i t y  to  add d isc re te  component 
functionality is an added benef it for 
many customers. There exist th ree 
primary drivers for S-Connect in the 
market. First, silicon can offer sub-
m ic ron  rou t i ng  capabi l i t y,  wh ich 
a l lows  de n se r  rou t i ng  fo r  sys t em 
design.  Second, the use of bridge die 
for the chip-to-chip connections can 
reduce the layer count requirement on 
the HDFO routing for the interposer 
and increase overall yields. Lastly, 
the process allows the placement of 
performance-enhancing non-br idge 
component s  such as  s i l icon I PDs, 
providing closer proximity to key areas 
of the active silicon.

When engaging with our customers, 
we conside r  t he  t r adeof f  a na lysi s 
b e t w e e n  H D F O  a n d  S - C o n n e c t . 
Sourcing of the si l icon br idge and 
potent ial  IPDs is a key element of 
th is assessment. A supply of these 
c o m p o n e n t s  i s  a s  c r i t i c a l  t o  t h e 
decision as the active silicon. Process 
maturity is a key element because the 
industry has been in production with 
2.5D TSV modules for many years. 
HDFO is, likewise, more mature than 
t he  S - Con nec t  t e ch nolog y.  T hese 

maturity levels can often inf luence the 
decision making of our customers.

O u r  ve r s ion  (S - Con nec t)  of  t he 
embedded br idge HDFO module on 
subst rate is shown in Figure 5. We 
have completed internal qualification 
of a chip-last non-TSV bridge TV, and 
we are working with several customers 
on plans to ut i l ize these advanced 
capabilities.

Design support
O u r  S m a r t P a c k a g e  P a c k a g e 

Assembly Design Kits (PADK) (Figure 
6) are ideal for preparing the design 
layout for a successful supply chain 
experience. The ability to build the 
va r ious  h ig h-volu me or  adva nced 
manufacturing and assembly design 
r u le  requ i rement s  i nto  t he  desig n 

layout early in the design f low process 
can signif icantly facilitate a smooth 
supply chain support path. Notably, this 
solution is compatible with multiple 
electronic design automation (EDA) 
desig n tools ,  f u r ther  secu r ing the 
ability to align with many independent 
design workflows.

Two prevalent design workf lows in 
contemporary practices are the Full-
OSAT f low and the OEM/ Fabless-
focused project-based design processes. 
In the Full-OSAT design workflow, we 
have comprehensive design services 
and verification sign-off in accordance 
with the customer’s instructions. In 
the OEM/Fabless design workf low, 
we col laborate with users who opt 
to design thei r package layout and 
necessitate the capability to f inalize 

Figure 5: Amkor’s S-Connect Technology.

Figure 6: Amkor’s SmartPackage PADK fine-tuned customized design rule requirements.
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their verification signoffs before providing production data to 
us for manufacturing and assembly processes.

This ability for accurate implementation of design rules, 
manufact u r ing and assembly const raints into the EDA 
and computer-aided manufactur ing (CAM) design tools, 
with the Smar tPackage PADK enables users to quickly 
highlight design rest r ict ions early in the design process 
limiting the number of product design cycles. To experience 
these benefits, some investment in software and hardware 
infrastructure may be necessary. Depending on the current 
design envi ronment , a h igh-powered Linux ser ver wil l 
need to be employed. This system wil l  be t asked with 
running the extensive manufacturing and assembly design 
rule constraints on the manufacturing data that is destined  
for fabrication.

We pioneered the development of PADKs in 2016. Users 
receive suppor t for PADKs to integrate them as a robust 
component of their device development approach. The OSAT 
can provide guidance for package design layout direction, 
provide specif ic application training, and provide ongoing 
design review support, using the latest software to incorporate 
their packaging knowledge and experience into SmartPackage 
PADK elements.

Which elements of a package assembly design kit exert 
the most signif icant inf luence on design readiness? The 
emphasis typically revolves around three key areas. The first 
is the EDA start-point database, the second is design rules 
constraint (DRC) sign-off verif ication, and the third is the 
ability to validate the production data with the connections  
list requirements.

A feature of Smar tPackage PADK is the capability to 
fine-tune the specific customized design-rule requirements 
necessary for the device or design layout needs. The benefit 
of device-specific design rule decks versus a fixed-node rule 
deck system is that there is no need to provide careful and 
extensive waivers to receive a passing verification report. 

Test
We have been providing test services for heterogeneously-

integrated products since the inception of the 2.5D TSV 
development cycle. The systemic approach of designing and 
evaluating the test vehicles allows test engineers to develop 
tests for critical aspects of the design before the live product. 
There are a handful of test challenges that are common to all 
heterogeneous chiplet packages. Chiplet interconnect integrity 
is an important one.

Signal and power delivery to every chiplet within the 
package requires careful layout, design and test during the 
manufacturing process (Figure 7). Package material types 
used, and the package constructs described earlier in this 
ar ticle, impact the interconnect performance between the 
chiplets and the pins exposed at the package level. This 
includes both stat ic connect ion quality with continuity, 
leakage and transient ac timing, impedance matching and 
signal crosstalk. Thermal performance of each of the chiplets 
also impacts production testing. Thermal gradients due to non-
uniform chiplet temperatures are unavoidable. In a carefully 
designed overall product architecture, design for test (DFT) 
has access to all functional aspects of the product, which is an 
important consideration.
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IEEE1838 [1] is one such standard 
that helps during the architecture phase 
of the product. Test access to each 
chiplet and all the functional blocks 
within is a “must have,” to allow full 
production testing.

I E E E - 16 8 7  [ 2 ]  d e s c r i b e s  t h e 
t e s t  m e t h o d o l o g y  f o r  a c c e s s i n g 
i ns t r u ment at ion embedded with i n 
a semiconductor device. Elect ronic 
data automation (EDA) vendors have 
def ined i ntel lec t ua l  proper t y ( I P) 
b lo ck s  t o  mon i t o r  e nv i ron me nt a l 
attributes including process, voltage 
and temperature (PVT) on-die. They 
have  a  s i m i la r  conce pt  of  a dd i ng 
s e n s o r s  w i t h i n  t h e  l o g i c  d e s i g n 
a n d  h a ve  d o c u m e n t e d  n u m e r o u s 
benefits to the overall manufacturing 
workf low. PVT sensor placement in 
the vicinity of the thermal congestion 
is vital to analyze the sever ity and 
s e n s i t i v i t y  o f  t h e r m a l  d e n s i t i e s 

Figure 8: Block representation of Package Environmental Control with a variety of sensors that allow a 
telemetry stream to monitor package health during active operation, including the production test process.

Figure 7: Production test for power, data I/O, bias and clocks in multi-die packages.
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within the package architecture and 
design implementation. It is simpler 
and more cost effect ive to spr inkle 
these sensors within the die rather 
than separately including them on-
package. The telemetry stream under 
various corner cases is read back and 
analyzed to allow verification against 
the simulat ions.  Figure 8  shows a 
block representation of the Package 
Environmental Control for monitoring.

A s  a n  O S AT,  p r o d u c t i o n  t e s t 
wo r k f low  s i m pl i f i c a t io n  i s  v i t a l 
to our company. Indust r ywide test 
methodology standardization effor ts 
are helping. For instance, the Universal 
Chiplet Interconnect Express (UCIe) 
standard includes const rain ing the 
shorel i ne  on ch iple t s  to  be  f i xed . 
T h i s  a l l ow s  fo r  p l a c e  a n d  r o u t e 
simplification and interoperability.

The UCIe standard further includes 
desig n g u idel i nes  for  redu nd ancy 
repair and on-chiplet mission mode eye 
characterization and margining (Figure 
9). Redundancy repair allows for yield 
recovery of packages that would have 
been a reject without this capability. Eye 
margining capabilities in production 
testing, allows the product architects and 

designers to monitor process variations 
and make systemic improvements , 
generation over generation.

A controlled, managed and repeatable 
production test environment ensures 
accurate feedback for future product 
design iterations and consistent yield. 
The test, package handling and optical 
inspection supply chain is continuing 
to refine the metrology to account for 
all the identified failure pinch points.

Thermal considerations
Power density continues to increase, 

and put t ing more functional silicon 
into a smaller volume requires close 
at tent ion to the power d issipat ion 
path. We are developing opt imized 
package-level solut ions to assist in 
th is ef for t .  Polymer-based ther mal 
interface materials (TIMs) continue to 
be a mainstay, but for the higher end 
power levels, metallurgical TIMs may 
be required, including for 2.5D TSV, 
HDFO and bridge modules. This is an 
active area of development.

Summary
The t ransit ion to hete rogeneous 

ch iple t-based i nteg ra t ions  i s  wel l 
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Figure 9: Standards are driving provisions for redundant lanes and on-chiplet mission mode eye characterization and margining.

underway. The value proposition for the 
chiplet approach is strong, as evidenced 
by the recent successful market entries 
in the compute and AI market spaces. 
Heterogeneous and chiplet-based IC 
packaging plays a key role in th is 
evolution, with 2.5D TSV, HDFO and 
bridge approaches providing a cost-
effective path for these integrations.

Acknowledgments
SWIFT is a registered trademark of 

Amkor Technology, Inc. S-SWIFT and 
SmartPackage are trademarks of Amkor 
Technology, Inc. UCIe is a trademark 
Universal Chiplet Interconnect Express.

References
1. IEEE Standard for Test Access 

Architecture for Three-Dimensional 
Stacked Integrated Circuits,” IEEE 
Std 1838-2019, vol., no., pp.1-73, 
13 March 2020, DOI: 10.1109/
IEEESTD.2020.9036129.

2. ” I E E E  S t a n d a r d  f o r  A c c e s s 
and Control of Inst rumentation 
Embedded within a Semiconductor 
Device,” IEEE Std 1687-2014, vol., 
no., pp.1-283, 5 Dec. 2014, DOI: 
10.1109/IEEESTD.2014.6974961.

http://www.chipscalereview.com


https://www.tts-grp.com


3333Chip Scale Review   January  •  February  •  2024   [ChipScaleReview.com]

Making the golden connections in 3D-IC  
system-level design
By Tarek Ramadan  [Siemens EDA]

D integrat ion is becoming 
a valuable alternative to the 
ongoi ng,  ye t  cha l leng i ng, 

transistor scaling known as Moore’s 
L aw.  T h i s  i s  e s p e c i a l l y  t r u e  fo r 
s e m ic o n d u c t o r  p r o d u c t s  t h a t  a r e 
becoming limited by single-die designs 
(e.g., in terms of form factor, size, and 
technology node).  Homogeneous 2.5D 
integrated circuit (IC) approaches have 
provided an acceptable yield and are 
currently helping bring about the era 
of chiplets—with its great emphasis 
on intellectual proper ty (IP) reuse. 
Additionally, heterogeneous integration 
provides even greater value because 
different process nodes can be mixed 
in the same semiconductor product.

Unl ike placing d ies side-by-side 
i n  t he  2 .5D -IC approach ,  t he  3D -
IC  a p p r o a ch  a l low s  t he  s t a ck i ng 
of  d i f fe r e n t  d ie s  ve r t ica l ly.  T h i s 
reduces undesired delays because the 
interconnects are shor ter.  Tr ue 3D 
stack ing improves the for m factor 
even more than is possible with 2.5D-
IC and fan-out wafer-level packaging 
(FOWLP). Examples of both 2.5D-IC 
and 3D-IC integration are shown in 
Figures 1 and 2.

F r o m  a  s y s t e m - l e v e l  d e s i g n 
perspective, although each advanced 
packaging f lavor (i.e., 2.5D-IC using 
silicon interposers, FOWLP, true 3D-
IC) offers some unique challenges, 
some challenges apply to all of them. 
That is, the designer must ensure that 
the assembly is physically connected 
as expected compared to the “golden” 
design intent (captured as a system-
level netlist). However, captur ing a 
system-level netlist can be a challenge 
i n  t he  case  of  mult iple  subs t r a tes 
because each substrate usually requires 
a different design team, methodology, 
and/or format. 

Wi t h  c u r r e n t  3D - IC  p a ck a g i ng 
technologies, because the system-level 
netlist (the 3D-IC design intent) drives 

system-level layout versus schematic 
(LVS) verif ication, designers need to 
ensure that the system-level netl ist 
is  “golden,” i .e.,  i t  is  the absolute 
refe rence  of  sys t em con nec t iv i t y. 
To demonstrate what golden means, 
assume that the designer is running 
LVS-type ver if icat ion between the 
3D-IC assembly layout and the 3D-IC 
assembly system-level netlist. When 
a connectivity error is reported in the 
LVS run, the designer should not have 
to stop and wonder whether the issue is 
coming from the system-level netlist or 
the layout physical routing. Although 
this undesi rable situat ion might be 
inevitable in some cases (especially 
when a  new desig n  f low i s  be i ng 
introduced and deployed for the f irst 

few projects), the goal of a system-
level connectivity capture step is to 
raise the confidence in the netlist as 
much as possible to the point where the 
system-level netlist can be considered 
as a golden /f rozen reference (when 
the design f low is mature enough). 
In the next section, the challenge of 
creating a golden system-level netlist 
is explored.

So, based on the above discussion, 
when running LVS-type verif ication 
between the 3D-IC assembly layout 
and the 3D-IC assembly system-level 
netlist, it is essential that any reported 
LVS error is related to the physical/
logical routing—not the 3D-IC netlist. 
Therefore, a high level of confidence 
i s  e x p e c t e d  i n  t h e  c o n n e c t i v i t y 

3
Figure 1: Heterogeneous integration using 2.5D-IC.

Figure 2: True 3D-IC achieved by stacking wafers.
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information provided by the 3D-IC 
system-level netlist.

Another challenge when verifying 
the connectivity of a multi-substrate 
3D-IC design is the project version-
based connectivity exceptions, i.e., 
the need for creat ing shor ts /opens 
while physical ly implement ing the 
subst rates. Designers need to t reat 
these opens/shorts as “expected” errors 
and differentiate them from the “real” 
and “undesirable” errors.

Finally, there are other challenges 
associated with the “design dependent” 
p h y s i c a l  v e r i f i c a t i o n  n a t u r e  o f 
3D-ICs. That is, an accurate assembly 
description is required so that LVS-type 
verification can be executed accurately.

Transitioning to advanced system-
level connectivity flows

In the case of  2 .5D -IC systems, 
d e s i g n e r s  u s u a l l y  b u i l d  s i l i c o n 
interposers using similar approaches 
that are used to build digital system-on-
chip  (SoC) devices (using traditional, 

automatic place-and-route electronic 
design automation (EDA) tools), which 
means that the interposer connectivity 
is usually captured in a Verilog netlist 
format. As far as the designer can tell, 
this is the best system-level golden 
connectivity reference that he or she can 
generate using the traditional IC flows.

Now, however, when graduating to 
3D-IC system-level design tools and 
approaches, how will designers know 
they built the connectivity correctly? 
They will need to employ equivalence 
checking, with which they can compare 
the output of the traditional connectivity 
captu re approach (usual ly a single 
dom a i n — C DL ,  Ve r i log ,  o r  CSV ) 
vs. the output of a new, system-level 
connectivity capture approach (multi-
domain).  I n  other  words ,  a  qu ick , 
automated, and f lexible “netlist-versus-
netlist” comparison is required. Once 
the comparison results are clean, the 
designer will have more confidence in 
using the newly introduced connectivity 
capture flow.

To  h e l p  d e s i g n e r s  m a k e  t h i s 
transition, we developed an automated 
approach—using Siemens’s Xpedition 
S u b s t r a t e  I n t e g r a t o r  (x S I ) — i n 
wh ich  t h e  d e s ig n e r  c a n  c o m p a r e 
their traditional f low netlist (SPICE, 
Verilog, or CSV) versus the system-
level assembly netlist generated from 
xSI (CSV). This automated netl ist-
ve r sus-net l i s t  compar ison i s  done 
using Calibre tools accessed through 
an add-on feature integrated with xSI.  
F i g u r e  3  s h o w s  t h e  i n t e r a c t i v e 
graphical user interface (GUI; wizard) 
that  is  used for the net l is t-versus-
netlist comparison.

Us e r s  c a n  s e e  wh e t he r  t he  x SI 
system-level connect iv it y matches 
thei r t radit ional f low connect iv ity 
by  ge ne r a t i ng  t he  ne t l i s t -ve r s u s -
netlist “runset” from xSI, executing 
t he  compa r i son ,  a nd  v iew i ng  t he 
generated comparison repor t. If the 
repor t is clean, this means that xSI 
correctly built the system connectivity 
as intended.

Figure 3: xSI wizard for netlist-versus-netlist feature.
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System connectivity exceptions in 
3D-IC multi-substrate assemblies

I n  some cases ,  a  sys t em sou rce 
n e t l i s t  i s  n o t  e n o u g h  f o r  LV S 
v e r i f i c a t i o n  o f  3 D - I C  m u l t i p l e 
subst rate  systems.  In these cases , 
designers need to “short” some signals 
together in the substrate layout. These 
shorts create a mismatch between the 
layout and the source netlist. Although 
t he se  d i f fe rences  a re  r e por t ed  i n 
t he  LVS compa r ison resu l t s ,  t hey 
a re  i n t ended by t he  u se r  (u su a l ly 
temporarily).

For the user to differentiate between 
the intended LVS issues versus the 
real LVS issues,  the intended LVS 
issues need to be somehow waived 
f rom the LVS results. One obvious 
solu t ion  i s  t o  mo d i f y  t he  sys t e m 
source netlist to match the physical 
layout implementation. However, this 
is not desirable because the system 
source netlist is required to be golden 
and frozen across different physical 
i m p l e m e n t a t i o n s  a n d  i t e r a t i o n s . 
Therefore, designers need a quick, 
automated, and f lexible way to handle 
connect ivity exceptions in a 3D-IC 
design that  enables them to waive 
intended shorts in the LVS comparison 
r e s u l t s .  O u r  C a l i b r e  3 D S TAC K 
suppor t s  a  “ne t  mappi ng” fea t u re 
that can be utilized to account for the 
intended shor ts. The shor ts list can 
be considered a net map f ile, and it 
can be automatically included in the 
runset using a wizard that is integrated  
with xSI.

A n o t h e r  c h a l l e n g e  c a n  a r i s e 
when an assembly includes both an 
interposer and a package substrate for 
the same connection; the IC design 
team (building the silicon interposer) 
m a y  u s e  a  d i f f e r e n t  n e t  n a m i n g 
methodology than the packaging team 
(building the organic substrate). The 
system-level designer then ends up in 
a situation where the same port name 
can be assigned to two different net 
names. For example, the same die-to-
ball grid array (BGA) connection can 
be assigned to two different net names: 
C4_PKG (packaging team naming) and 
C4_INT (interposer team naming).

Our xSI can recognize a connection 
ac ross  subs t r a t e s ,  even when t wo 
different net names are assigned to 
the connection. This is achieved by 
applying the xSI interface part feature. 

The interface part function is used to 
connect two different subst rates in 
xSI (called “f loorplans” or designs). 
An example of an inter face par t is 
highlighted (on the left) in Figure 4.

As seen in Figure 4, there are two 
substrates: “Interposer” and “Package.” 
For the “TEST_CLK” signal, there are 
two different net names: “TEST_CLK” 
in the interposer domain and “pkg _
TEST_CLK” in the package domain. 

Although the net names are different, 
the “TEST_CLK” signal is correctly 
t r a cked  a c ros s  t he  sys t em due  t o 
the existence of the “C4P” par t (the 
interface part).

Another thing to consider is tool 
suppor t for known shor ts. In multi-
subst rate 3D-IC assembl ies i t  i s  a 
common practice for designers to short 
some unneeded signals to the ground 
plane or short different power planes 
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together (for example: shor t VDD_
SENSE and AVDD on the interposer 
to VDD on the package) while these 
power nets are disconnected in the 
system sou rce net l is t .  Users of ten 
include this information in a list (e.g., 
text f i le,  CSV). Without including 
this list in the xSI/Calibre 3DSTACK 
f low for system-level LVS, many LVS 
er rors are repor ted. In this case, it 
is diff icult for users to dist inguish 
between the intended errors and the 
real errors. To resolve this challenge, 
the shor ts list should be considered 
while generat ing the source netl ist 
for Calibre 3DSTACK so that the nets 
present in the shorts list are merged.

Ca l ib re  3DSTACK a l lows  a  ne t 
mapping feature, as presented in the 
previous sect ion. This feat u re can 
be utilized to account for the shorts 
list. The shorts list can be considered 
a s  a  n e t  m a p  f i l e ,  a n d  i t  c a n  b e 
automatically included in the Calibre 
runset using a wizard that is integrated 
with xSI, as shown in Figure 5.

Assembly verification challenges
Let ’s  conside r  a  t y pica l  s i l icon 

interposer case in which one foundry 
is manufacturing both the interposer 
and the dies included in the 2.5D-

Figure 4: An interface part in xSI.
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IC sys tem.  A lthoug h the  physica l 
verification of the individual dies is a 
well-established process, the physical 
ve r i f ica t ion  of  t he  f u l l  a s se mbly 
requires two more steps: 1) Interposer 
design rule checks (DRC) and LVS; and 
2) Die alignment and connectivity to 
the interposer. 

T h e  f o u n d r y  c a n  p r o v i d e  t h e 
interposer DRC and LVS decks as part 
of the standard physical design k it 
(PDK). This is because the interposer 
for mats and design methodologies 
a r e  somehow s i m i l a r  t o  s t a nd a rd 
die(s). However, die al ignment and 
connectivity to the interposer imposes 

a challenge because the die’s location 
and orientation can change from one 
desig n house to  another  and even 
f rom one project to another in the 
same design house. Figure 6 shows 
an example of different assemblies 
t ha t  i nclude  t he  sa me i n t e r pose r. 
Consequently, inter-die DRC and inter-
die LVS through the interposer might 
be completely left to the system-level 
designer to own and execute.

Multiple manufacturers
T he cha l lenge  of  f u l l  a s sembly 

verif ication exponentially increases 
w h e n  v e r i f i c a t i o n  e n c o m p a s s e s 

mult iple  subs t r a tes  f rom mult iple 
manufac t u re r s  i n  an  a ssembly.  I n 
this case, the assembly ver if ication 
c o n s i d e r s  a  s i l i c o n  i n t e r p o s e r 
(f r o m a  fou n d r y)  s t a cke d  o n  t o p 
of  a n  o rga n ic  s ubs t r a t e  (f rom a n 
outsourced semiconductor assembly 
and test [OSAT] supplier). No single 
ma nu fa c t u re r  ca n  p rov ide  a  PDK 
for the f u l l  system. The best- case 
scenario is when the foundry provides 
a standard inter poser PDK and the 
O SAT  p r ov i d e s  a  s i m p l e  w a y  of 
checking the substrate connectivity. 
However, the assembly ver if icat ion 
of the whole system (die to interposer 

Figure 5: Inserting a net map file in Calibre 3DSTACK runset.

Figure 6: Different assemblies that include the same interposer.
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to organ ic subst rate) is  lef t  to the 
system-level designer as illustrated in 
Figures 7 and 8. 

System-level designers, therefore, 
need a reliable and mature approach 
of generating the setup f iles needed 

for assembly verification. Ideally, this 
approach should account for the full 
assembly and should be completely 
automated so that it f its r ight in the 
system-level design’s envi ronment 
and setup.
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Figure 7: “Standalone” checking for every component.

Figure 8: “Assembly” checking for the full assembly.

To resolve the above challenge, the 
xSI and Calibre 3DSTACK currently 
i nclude  a  plug- i n  t ha t  a l lows  t he 
s y s t e m - l e ve l  d e s ig n e r  t o  u t i l i z e 
t he  i n for mat ion s tored i n  t he  xSI 
database to automatically generate a 
complete Calibre 3DSTACK r unset 
( f u l l  a s s e m b l y  d e s c r i p t i o n  a n d 
c omp r ehe n s ive  a s s e mbly  che ck s) 
along with a system source netl ist . 
T h i s  d e s i g n e r- c e n t r i c  a p p r o a c h 
i s  a g n o s t i c  t o  t h e  d i f f e r e n t  d i e 
t e c h n o l o g y  n o d e s ,  t h e  d i f f e r e n t 
substrates involved in the assembly, 
a n d  t h e  d i f fe r e n t  m a nu f a c t u r i n g 
v e n d o r s  (f o r  e x a m p l e ,  a  s i l i c o n 
inter poser f rom foundr y X and an 
organic substrate from OSAT Y).

Summary
For 3D-IC assemblies, the designer 

must ensure that the system-level netlist 
is golden. This can be a challenge in the 
case of a newly-introduced design flow. 
The xSI and Calibre 3DSTACK offer 
a fast, automated, and f lexible netlist-
versus-netlist approach so users can be 
confident that they built the system-
level connectivity correctly.

A nother  cha l lenge i n  the 3D -IC 
design flow are connectivity exceptions, 
in which d if ferent design versions 
can include intended shorts that need 
to be waived for more user-friendly, 
system-level LVS debugging. Again, 
we have shown how our solutions allow 
the support of known shorts and the 
tracking of connectivity between the IC 
design and package design domains can 
be handled seamlessly.

Fi n a l ly,  t h e  a s s e mbly  p hy s ic a l 
ver i f icat ion of 3D-ICs requi res an 
accurate assembly description that is 
“design dependent.” We overcame this 
challenge by providing a plug in on top 
of xSI that supports the full automation 
of the Calibre 3DSTACK deck.
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Exploring bond strength for an advanced chiplet with 
hybrid bonding
By Junya Fuse, Tomoya Iwata, Yuki Yoshihara, Marie Sano, Fumihiro Inoue  [YOKOHAMA National University]

ecause of the high demand 
for high-density ver t ical 
i n t e r c on ne c t ion s  u s i ng 

advanced chiplet technology, hybrid 
bonding is now being comprehensively 
investigated as an alternative to micro-
bu mps .  Howeve r,  t he r e  a r e  m a ny 
obstacles and challenges in the R&D 
phase that remain to be overcome with 
respect to die-level hybrid bonding. 
Fo r  ex a mple ,  a  b ond i ng  s t r e ng t h 
measu rement method for d ie -level 
hybrid bonding has not yet been well 
established. Therefore, the bonding 
strength measurement method at the die 
level was studied using the Cube Corner 
indentation method. The validity of the 
nanoindentation test was demonstrated 
by compar ing the bonding st rength 
calculated by using double-cantilever-
beam and nanoindentation tests. Then, 
by performing nanoindentation tests 
on the die-to-wafer (D2W) sample, we 
compared it to the wafer-to-wafer (W2W) 
sample, which has a similar bonding film. 
The comparison showed the difference 
in bonding strength due to the different 
bonding films.

Introduction
P i t c h  s c a l i n g  o f  v e r t i c a l 

interconnections is a crucial development 
aspect for advanced chiplet integration. 
So far, the use of micro-bumps has 
f u l f i l le d  t he  de ma nd  fo r  ve r t ica l 
interconnect ions in 3D integrat ion, 
however, it is facing the l imitat ion 
of scaling below 10μm pitch due to 
reliability concerns and the alignment 
limitation with thermal compression 
bonding. Cu-Cu hybrid bonding can be 
an alternative to accomplishing vertical 
interconnections, par ticularly where 
the technology is getting more mature 
for W2W integration [1-2]. However, 
several chal lenges remain in D2W 
hybrid bonding in order for it to be 
implemented in a wide variety of chiplet 
integration schemes. The focus of a 

novel integration is to develop collective 
and reconstructed D2W hybrid bonding 
that will enable mass production [3-5]. 
In addition, there are many fundamental 
i s s u e s  t o  b e  o v e r c o m e  f o r  D 2W 
integration. For example, the bonding 
strength measurement for D2W bonding 
is not well defined.

F i g u r e  1  s hows  t he  s i m pl i f i e d 
schematic image of the process f low of 
W2W and D2W hybrid bonding. For 
wafer-level direct (fusion) bonding, the 
double-cantilever-beam (DCB) method 
is used to determine the bond strength 
(Figure 2a-b) [7-11]. However, it is not 
applicable to die-level bonding because 
there is no initiation at the bonding 
interface to insert the blade (Figure 2c). 
Furthermore, because the measurement 
by DCB is only available at the wafer 
edge, the inner adhesion strength is not 
precisely measured. Although several 
measurement methods are proposed 
[12], the comparison between precisely 
measured W2W and D2W examples 
has not yet been made. Therefore, we 

investigated an alternative approach to 
evaluate bond strength for actual die-
level direct-bonded samples in this 
study. We used nanoindentation (NI) as 
the bond strength measurement method. 
Furthermore, exactly the same sample 
(wafer) is used to compare the bonding 
method between DCB and NI. Finally, 
we compared the adhesion strength of 
W2W and D2W bonded samples by 
using the NI method.

Experimental methods
The sections below discuss sample 

preparat ion and the bond st reng th 
measurement methods that were used.

Sample preparation. All the samples were 
fabricated from 300mm Si wafers (775μm) 
as the original substrate. A thermal silicon 
dioxide (Th-SiO2) film with a thickness of 
100nm was used as the reference bonding 
interface. The reference W2W bonding was 
performed using a full-auto wafer bonding 
system. In addition, a low-temperature 
silicon dioxide (LT-SiO2) film 100nm thick 
(deposited using plasma-enhanced chemical 

B

Figure 1: Schematic illustrations of W2W vs. D2W process flow.
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Figure 3: a) Photo of an actual D2W bonded sample; and b) A schematic illustration of sample preparation for the NI test.

Figure 2: Schematic illustrations of: a) an in-house designed DCB tool; the W2W strength measurement with b) DCB, and c) for D2W.
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vapor deposition [PECVD]) was used as the 
bonding interface. After planarization of the 
LT-SiO2, the top wafers were thinned down 
and singulated into a die. The die and wafer 
surface are plasma activated by a standalone 
plasma activation system that is compatible 
with the wafer and dicing frame. The die 
stacking was then carried out using a full-
auto die bonder compatible with D2W hybrid 
bonding. After bonding, the wafers were 
annealed in an N2 atmosphere at various 
temperatures for one hour. Figure 3a shows 
the picture of the test sample right after 
bonding. Both W2W and D2W samples were 
observed for voids at the interfaces using a 
scanning acoustic microscope (SAM) after 
bonding and post-annealing.

Bond strength measurement methods. 
The bond strength of W2W bonded pairs 
is measured using the DCB method 
in a glovebox (GB) with an anhydrous 
environment and at ambient temperature 
as a reference. More detai ls of the 
measurement condition can be found in 
reference [13].

For the NI test, the bonding interface 
needs to be revealed. For this purpose, 
the bulk si l icon of the top dies (or 
wafers) was removed by back-grinding 
and wet etching (Figure 3b). Instead 
of using time-consuming techniques 
such as GHz SAM or t ransmission 
e l e c t r o n  m i c r o s c o p y  ( T E M ) ,  we 
employed scanning probe microscopy 
(SPM) images f rom the top surface 
to calculate the delaminat ion. The 
obtained SPM image was analyzed, and 
the delamination area was defined from 
the image.

T h e  s c h e m a t i c  d r a w i n g  o f  N I 
equipment is shown in Figure 4a. The 
Cube Corner indenter t ip is used to 
measure the interfacial bond strength. 

Generally, a Berkovich indenter is used to 
measure mechanical characteristics with 
NI. Nevertheless, Cube Corner indenter 
tips were used in this study because 
the bonding dielectrics are relatively 
thin. The geometry of these indenters 
is described by Morris, et al. [14]. The 
ideal Cube Corner has an axisymmetric 
equivalent angle of 35.26° and that of the 
Berkovich indenter’s is 65.27°. The Cube 

Corner tip also has a sharper shape than 
the Berkovich indenter (Figure 4b-c).

It has been reported that the threshold 
indentation failure load (i.e., the load at 
which the material does not crack) for 
bulk materials decreases significantly as 
the sharpness of the Cube Corner’s tip 
increases, and the threshold indentation 
load for  r ad ica l  fa i lu re  dec reases 
significantly with hardness [15].

Figure 4: Schematic illustrations of: a) the bond strength measurement and delamination caused by nanoindentation; b) a Berkovich tip; and c) a Cube Corner tip.
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Results and discussion
The sections below discuss the precise 

bond energy measurement done by DCB 
and by NI.

Precise bond energy measurement by 
DCB. We investigated the delamination 
length using DCB by taking the measurement 
at ambient temperature and in an anhydrous 
atmosphere (i.e., in the glovebox). The 
bonding energy that was calculated varied 
depending on the measurement time. The 
time transient with respect to the bonding 
strength after blade insertion is shown in 
Figure 5a. There was a decrease in apparent 
bonding energy (e.g., propagation of 
delamination) due to water stress corrosion 
under ambient temperature. The cause 
was the hydrolysis reaction of siloxane 
bonds at the bond interface as shown in  
Figure 5b [10-12]. The measurement result 
can be considered to be robust and repeatable 
from our previous report [13]. Therefore, a 
comparison is made for the DCB result and 
the NI method.

Bond strength measurement by NI 
(W2W bonding). The bond strength was 
measured using NI on exactly the same 
sample but at a different location from the 
wafer pair measured using DCB. Figure 
6a shows the SPM image of the indentation 
holes formed during the indentation. A 
nano-sized delamination area observed in 
Figure 6a was converted into a visually 
recognizable area for further analysis and 
estimation of bond strength (Figure 6b). The 
calculation of bond strength by NI has some 
variation compared to the DCB method.

The bonding strength γ (= GC/2) (J/m2) is 
expressed as follows [16]:

GC/2 = γ = (EfhVO
2) / 4Vc2 (J/m2)   Eq. 1

where Ef (GPa) is Young’s modulus of 
the bonded film, h (m) is the thickness 
of the SiO2 film on one side, VO (m) is 
the contact area of the Cube Corner, and 
Vc (m) is the delamination area taken 
from Figure 6b. In the DCB test, the 
calculations could be performed without 
considering the thin film because the 
test was performed on a large scale. 
Therefore, the Young’s modulus used in 
the calculations was that of silicon, and it 
was different for each crystal orientation. 
On the other hand, Young’s modulus used 
in the estimation is that of the thin film 
being delaminated by the NI test (i.e., the 
amorphous Th-SiO2 film). In this study, 
70GPa was used as Young’s modulus of 
the SiO2 film [17].

Figure 5: a) The bond strength of a W2W bonded pair measured by DCB; and b) A schematic image of water 
stress corrosion.

Figure 6: a) An SPM image of indentation; and b) An analysis image from the interface (thermal SiO2).
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Figure 7 shows the bonding energy 
measured by NI at different locations in a 
wafer (two edges and the center) for two sets 
of bonded wafers, whose bonding energy 
was measured by DCB. Edge 1 is the edge 
of the silicon wafer in the <100> crystal 
orientation, and Edge 2 is the edge in the 
<110> crystal orientation.

The first sample set has weaker plasma 
before bonding (bond strength 3.08J/m2) 
and the second sample has stronger plasma 
before bonding (bond strength 4.1J/m2). In 
total, 30 points were measured per each 
location. Then, some obvious outliers  
and/or failed measurements were removed 
for analysis We did this because we 
considered it necessary to allow for a 
certain range of measurement error—
considering that the NI test is a destructive 
test—to obtain some cer tain range  
of measurement.

For  t he case of  low plasma ,  t he 
bonding energy in the DCB method was  
3.08J/m2. For the case using measurement 
by NI, the average bonding energy of 
Edge 1 was 3.23J/m2, the average bonding 
energy of Edge 2 was 3.51J/m2, and the 
average bonding energy of the Center 
was 3.14J/m2. The bonding energy in the 
DCB test fell within the quartile range 
for all samples. Furthermore, the average 
bonding energy at Edge 1 and the Center 
differed from the DCB test by 4.8%, and 
2.0%, respectively.

The bonding energy in the DCB 
method was 4.1J/m2 for the case using 
high plasma before bonding. When 
the measurement was done by NI, the 
average bonding energy of Edge 1 was  
3.96J/m2, the average bonding energy 
of Edge 2 was 4.3J/m2, and the average 
bonding energy of the Center was  
3.98J/m2. The bonding energy in the DCB 
test also fell within the quartile range for 
all samples. Furthermore, the average 
bonding energy at Edge 1, Edge 2, and the 
Center differed from the DCB test by 3.3%, 
4.9%, and 2.0%, respectively. 

As expected, the measurement error of 
the NI test is large, therefore it is difficult 
to measure a valid bonding strength by 
measuring only a single point, so it is 
necessary to statistically estimate the 
bonding strength from a large number of 
measurement points. This method, however, 
can be considered as effective as a wafer 
bonding strength measurement method 
because the statistical measurement results 
lead to a similar range as the bonding energy 
obtained by the DCB test.

It should be noted that in this study, the 
bonding energy did not change between the 
edge and the center in W2W. This indicates 
that the plasma radiation and annealing 
dur ing W2W bonding are uniform. 
Additionally, it is worth noting that the bond 
strength is equivalent for the case with the 
obtained value in “GB.” This indicates that 
the bonding interface is not exposed to air 
by the indentation. Therefore, the impact 
of water stress corrosion in this case can 
be negligible, which enables precise bond 
strength measurement by NI.

Bond strength measurement by NI 
(D2W bonding). Based on the result 
obtained in W2W, we utilized the bond 
strength measurement method for D2W 

bonded samples. Figure 8 shows SAM 
images with D2W. The interface dielectric 
material for bonding is thermal SiO2 film 
(thickness=100nm) and LT-SiO2 f ilm 
(thickness=100nm).

In Figure 8, one can see the SAM image 
of D2W bonded samples after annealing 
at 250°C. There are some minor voids at 
the die edge. The root cause of the void 
formation is currently being studied. 
However, we are quite sure that it is not due 
to the dicing or bonding processes because 
the bonding voids obviously appeared after 
annealing. Therefore, it might be due to a 
non-optimized film condition that can outgas 
water after annealing. However, we used 
this sample for the measurement because the 

Figure 8: SAM image of indentation: a) with a thermal SiO2 film; and b) with an LT-SiO2 film.

Figure 7: Bonding energy for each wafer using NI.
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existence of voids and the impact of bonding 
voids on bond strength is another area of 
interest for our investigations.

For the case of D2W bond strength 
measurement, three different samples were 
prepared. The bonding is homogeneous (i.e., 
the same dielectric layer is used for both top 
die and the bottom wafer). Figure 9 shows 
the SPM image of D2W bonded samples 
with Th-SiO2 as the bonding dielectric layer. 
The delamination area of D2W is clearly 
larger than that of W2W, even though the 
interface of W2W and D2W is the same 
thermal SiO2 film.

In the case of Th-SiO2, the average 
bonding energy of the Center (in this case, 
the center of the die) was 0.53J/m2, the 
average bonding energy of the Edge was 
0.58J/m2 (Figure 10). Comparing the Center 
and Edge quartiles, there is a variation within 

the die as they do not completely overlap. 
In the case of LT-SiO2, the average bonding 
energy was 0.58J/m2. This indicated that 
the process for D2W direct bonding that we 
performed is not well optimized compared 
to the one used for W2W.

Continuing the above discussion for our 
case in particular, the plasma activation 
and bonding had some time interval. As we 
observed for the case of W2W bonding, the 
plasma condition makes a large difference 
with respect to the bond strength. The 
activated site, e.g., the OH group, or even a 
dangling bond, might have been deactivated 
due to the queue time for the D2W samples. 
The further optimization of the D2W direct 
bonding process is being evaluated based on 
the obtained bond strength values.

Summary
The investigation of an alternative 

approach to evaluate bond strength for 
actual die-level direct bonded samples was 
executed. The estimation of bond strength 
at the die level is crucial in assessing the 
reliability of advanced chiplets processed 
using D2W hybrid bonding. The use of the 
nanoindentation test made it possible to 
measure the in-plane uniformity of W2W 
bonding. Furthermore, it is now possible 
to measure the bonding strength of D2W 
samples, which could not be measured 
in the DCB test. Although the accuracy 
of the measurement is still a challenge, 
the measurement can accelerate the 
development of D2W hybrid bonding with a 
precise bond strength value.
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Scaling up GaN- and InP-based technologies for 5G 
and 6G wireless communication
By Nadine Collaert  [imec]

ear af ter year, more and 
m o r e  d a t a  a r e  b e i n g 
transmitted wirelessly by 

an ever-growing group of users. To 
keep up with this trend and make data 
t ransfer faster and more eff iciently, 
the f if th generat ion (5G) of mobile 
communication is being rolled out, and 
the industry is already looking at what 
lies beyond. While 5G enables peak 
data rates of 10Gbit/s, 6G is projected 
to operate at  100Gbit /s  f rom 2030 
onwards. In addition to coping with 
more data and connections, researchers 
a r e  i n v e s t i g a t i n g  h o w  t h e  n e x t 
generation of wireless communication 
can suppor t new use cases such as 
autonomous driving and holographic 
presence, among others. To enable 
these exceedingly high data rates, the 
telecom industry has been pushing up 
the f requencies of wireless signals. 
W hile 5G in it ia l ly uses sub-6GHz 
frequency bands, products targeting 
28/39GHz a re a l ready showcased . 
Additionally, there is a growing interest 
in using FR3 (6 -20GHz) f requency 
bands for 5G net works because of 
their ability to balance coverage and 
capacity. For 6G, frequencies above 
100GHz are being discussed.

Moving toward higher frequencies 
has several advantages: new frequency 
bands can be used—thereby solving the 
spectrum scarcity issue within existing 
bands. Also, the higher the operating 
f requency, the easier it is to obtain 
wider bandwidths. Frequencies above 
100GHz and bandwidths up to 30GHz 
allow telecom operators, in principle, 
to use lower-order modulation schemes 
within the wireless data links, which 
reduces power consumption. Higher 
frequencies are also associated with 
smaller wavelengths (λ). As the antenna 
array size scales with λ2, antenna arrays 
can be packed more densely.  Th is 
contributes to better beamforming, a 
technique that ensures that a larger 

fraction of transmitted energy reaches 
the intended receiver.

The advent of higher frequencies, 
however,  comes at  a  pr ice.  Today, 
c o m p l e m e n t a r y  m e t a l - o x i d e -
semiconductor (CMOS) is the preferred 
technology for building the cr it ical 
c o m p o n e n t s  o f  t r a n s m i t t e r s  a n d 
receivers. These include the power 
amplifiers within the front-end modules 
that send the radio frequency signals 
to and from the antennas. The higher 
the operating frequency, the more the 
CMOS-based power amplifiers struggle 
to deliver the required output power 
with sufficiently high efficiency. And 
that’s where technologies such as GaN 
and InP come into play. Because of 
their outstanding material properties, 
these III/V semiconductors are more 
likely to provide the required output 

power and efficiency at high operating 
f requencies. GaN, for example, has 
a high current density, high electron 
mobility, and large breakdown voltage. 
The high power density also allows for 
a small form factor and, therefore, a 
reduction in overall system size at the 
same performance. 

GaN and InP outclass CMOS at 
higher operating frequencies

In a modeling exercise, researchers 
at imec compared the per formance 
of th ree d i f ferent power ampl i f ier 
implementations at 140GHz operating 
frequency: a full CMOS implementation, 
a  C M O S  b e a m f o r m e r  w i t h  S i G e 
he t e ro ju nc t ion  b ip ol a r  t r a n s i s t o r 
(HBT), and an InP HBT (Figure 1) 
[1]. InP was the clear winner in terms 

Y

Figure 1: Comparing the power consumption of CMOS, SiGe, and InP devices in transmitter architectures as a 
function of the number of antennas [1].
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of output power (over 20dBm) and 
energy efficiency (20-30%). Modeling 
results also indicate that for InP, the 
optimal point for energy efficiency is 
obtained with a relatively low number of 
antennas. This is especially interesting 
for footprint-restricted use cases like 
user equipment (e.g., mobile devices).

At  lower  m m-wave f requencies , 
h o w e v e r ,  G a N  s h o w s  e x c e l l e n t 
performance. For both 28 and 39GHz, 
h igh-elec t ron mobi l i t y  t r ansis tor s 
(HEMTs) made of GaN-on-si l icon-
carbide (GaN-on-SiC) are observed 
to outclass CMOS-based devices and 
GaAs HEMTs in terms of output power 
and energy eff iciency. Two different 
use cases were considered, i.e., f ixed 
wireless access (FWA, with 16 antennas) 
and user equipment (with four antennas) 
(Figure 2). 

Opportunities and challenges for 
upscaling

I f  we conside r  cos t  and ease  of 
i n t eg r a t ion ,  G a N a nd  I n P  dev ice 
technologies cannot yet fully compete 
with CMOS-based technologies. The III/
V devices are typically made on small 
and costly non-Si substrates, relying 
on less suitable processes for high-
volume manufacturing. Integrating these 
devices on 200 or 300mm Si wafers is 
an interesting approach to achieving 
overall optimization while maintaining 
superior RF performance. Not only are 
Si substrates cheaper, but the CMOS-
compatible process also enables large-
scale manufacturability.

Integrat ing GaN and InP on a Si 
platform requires a combination of new 
transistor and circuit design approaches, 
materials, and manufacturing techniques. 
One of the main challenges relates 
to the large lattice mismatch: 8% for 
InP, and 17% for GaN. This is known 

to create many defects in the layers, 
wh ich  u l t i m a t e ly  deg r a de  dev ic e 
performance. In addition, we will have 
to co-integrate the GaN-on-Si- and InP-
on-Si-based components with CMOS-
based components into a complete 
system. GaN and InP technologies will 

Figure 2: Output power for 28GHz and 39GHz operating frequencies in: a)  (left) FWA, and b) (right) user equipment: a comparison of three different technologies [1].
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initially be used to realize the power 
amplifiers within the front-end modules. 
Also, low-noise amplifiers and switches 
could potent ia l ly benef it  f rom the 
unique properties of these compound 
semiconductors. But in the end, CMOS 
will st il l be needed for calibrat ion, 
control, and beamforming.

Within its Advanced RF Program, imec, 
along with its industry partners, explores 
various approaches to integrate GaN 
and InP devices on large-size Si wafers, 
and how to enable their heterogeneous 
integration with CMOS components. Pros 
and cons are being assessed for different 
use cases—infrastructure (such as FWA) 
as well as user equipment.

Improving GaN-on-Si technology 
for RF performance

Depending on the starting substrate, 
t he r e  a r e  s eve r a l  f l avor s  of  G a N 
technology: GaN bulk substrates, GaN-
on-SiC, and GaN-on-Si. Today, GaN-
on-SiC is widely explored and already 
used for infrastructure applications, 
including 5G base stations. GaN-on-
SiC is more cost-eff icient than bulk 
GaN technology, and SiC is an excellent 
thermal conductor that helps to dissipate 
t he  gene r a t ed  hea t  i n  h ig h-power 
infrastructure applications. However, 
the cost and limited size of the substrate 
make it less suitable for mass production.

GaN-on-Si, on the contrary, has the 
potential to be upscaled to 200mm and 
even 300mm wafers. Thanks to years 

of innovation for power elect ronics 
applications, the integration of GaN 
on large-size Si substrates has made 
t remendous  prog ress .  But  f u r t he r 
improvements a re needed to ready 
GaN-on-Si technology for optimal RF 
performance. The main challenges lie 
in achieving comparable large signal 
and reliability performance to GaN-
on- SiC a nd  r a i s i ng  t he  ope r a t i ng 
f requency. This requires cont inued 
innovations in the material stack design 
and choice of materials, reduction of the 
gate length of the HEMTs, suppression 
of  pa rasi t ics ,  and keepi ng the R F 
dispersion as low as possible.

Imec’s GaN-on-Si process f low for 
RF starts with the growth (by metal-
organic chemical vapor deposit ion 
(MOCVD)) of an epitaxial structure 
on 200mm Si wafers. This structure is 
comprised of a proprietary GaN/AlGaN 
buffer st ructure, a GaN channel, an 
AlN spacer, and an AlGaN barrier. GaN 
HEMT devices with TiN Schottky metal 
gates are subsequently integrated with a 
(low-temperature) 3-level Cu back-end-
of-line process.

Recently, competitive results have 
been obtained on imec’s GaN-on-Si 
platform, bringing the output power and 
power added efficiency (PAE) for the 
first time closer to those of the GaN-on-
SiC technology. The PAE is a commonly 
used metric to rate the eff iciency of 
a power amplif ier, which takes into 
account the effect of the amplifier’s gain 

on its overall efficiency (Figure 3) [2-9].
Comple me nt i ng  t he  t e ch nolog y 

development with modeling activities 
will ultimately help achieve even better 
performance and reliability. For example, 
a t  IEDM 2022 ,  imec i nt roduced a 
simulation framework to better predict 
thermal transport in RF devices. In a 
case study with GaN-on-Si HEMTs, the 
simulations revealed peak temperature 
r ises up to th ree t imes larger than 
previously predicted. Modeling work 
such as this provides further guidance in 
optimizing RF devices and their layouts 
early in the development phase [10].

Exploring InP-on-Si for 6G sub-THz 
frequencies

For the longer term, InP HBTs are 
being explored for 6G applications. As 
previously demonstrated, of all technology 
implementations, InP HBTs offer the 
best output power/efficiency trade-off 
at the operating frequency of 140GHz. 
Researchers also know how to design InP 
HBTs for optimal RF performance. But 
the fabrication usually starts from small 
(InP) substrate wafers (<150mm), using 
lab-like processes that are not CMOS-
compatible. But what happens to the 
performance when we integrate InP on 
Si? Depositing InP on Si is known to 
introduce many defects, mainly threading 
dislocations and planar defects. These 
defects induce leakage currents that 
can dramatically deter iorate device 
performance or cause reliability issues.

Figure 3: GaN-on-Si benchmarking data. The imec data in red is among the best reported for GaN-on-Si devices and comparable to GaN-on-SiC substrates [1-9].
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Three approaches are being considered 
for upscaling (Figure 4). Two of them 
rely on the direct growth of InP on Si, 
and another on wafer reconstruction. 
All three approaches are envisioned to 
offer more cost-effective solutions than 
current technologies that use small InP 
substrates. But they all have pros and 
cons regarding performance, cost, and 
heterogeneous integration potential. Imec 
has taken on the role of assessing benefits 
and challenges for the various use cases: 
infrastructure as well as mobile devices.

A f i r s t  approach (Figure 4b)  to 
making InP-on-Si HBTs uses strain-

relaxed buffer layers deposited directly 
on top of Si to compensate for the 8% 
lattice mismatch between Si and InP. 
Next, InP is grown directly on top of 
this buffer layer. The ability to use larger 
wafer sizes, especially in cases where 
some of the Si could be reused, provides 
a significant cost advantage. However, 
optimizations are needed to reduce the 
number of defects further.

Departing from this “blanket” growth 
approach, imec proposes nano-ridge 
engineering (NRE) as an alternative 
technology to cope with defects more 
efficiently (Figure 4a). NRE relies on 

Figure 4: Schematic representation of the different InP-on-Si growth approaches: a) nano-ridge engineering; 
b) blanket growth with strain relaxed buffers, and c) wafer reconstruction.

Figure 5: A two-inch InP wafer, and a 300mm Si wafer with a InP NRE HBT stack.
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selectively growing the III/V material in 
pre-patterned trenches in Si. These high-
aspect-ratio trenches are very effective 
in trapping the defects in the narrow 
bottom part and allowing the growth of 
high-quality, low-defectivity material 
out of the trench. Overgrowing the nano-
ridge widens it towards the top, forming 
a solid base for a device stack. The first 
insights obtained from a GaAs/InGaP 
case study will guide the optimization 
of the target InGaAs/InP NRE HBT 
devices (Figures 5-6).

Beyond  d i r e c t  g row t h ,  I n P  ca n 
also be placed on Si using a wafer 
reconst r uct ion technology (Figure 
4c).  In th is case,  h igh-qual it y InP 
substrates—with or without the active 
layers—are diced into tiles during wafer 
constitution. The tiles are subsequently 
attached to a Si wafer using a die-to-
wafer bonding techn ique.  The key 
challenges lie in the efficient transfer of 
the materials and the removal of the InP 
substrate, for which several techniques 
are being considered. 

Towards heterogeneous integration
Ultimately, the III /V-on-Si power 

amplifiers must be combined with CMOS-
based components that take care of, e.g., 
calibration and control. Imec is looking 
into various heterogeneous integration 
options and weighing their pros and cons 
for various use cases.

Advanced laminate substrate technology 
is the most common way to integrate 
different RF components in a system-
in-package, and optimizations to make 
it adaptable to higher frequencies are 
ongoing. Additionally, imec is exploring 
more advanced heterogeneous integration 
options, including 2.5D interposer and 3D 
integration technologies.

Especial ly for f requencies above 
100GHz, it is important to note that the 
antenna module starts to define the area 
available for the transceiver. Indeed, 
when going to higher frequencies, the 
wavelength decreases, and the area of 
the antenna array scales accordingly. 
Above 100GHz, the antenna size becomes 
smaller than the front-end module size, 
which hardly scales in size with increasing 
frequency. An interesting option for 
large antenna array configurations is to 
move the RF front-end module under 
the antenna array. And this is where 
3D integration technologies (either die-
to-wafer or wafer-to-wafer) come into 
play, enabling short and well-defined 
connections between the front-end module 
and the antenna modules. However, 
thermal management remains a great 
concern for 3D integration, and being 
able to provide effective heatsinks will be 
crucial. Today, at imec, we are performing 
a comprehensive system-technology-co-
optimization (STCO) analysis to evaluate 
different technologies for 3D integration 
and to guide the technology choices from 
a system-level perspective.

For handheld devices, where a reduced 
nu mber  of  anten nas  can relax the 
constraints, 2.5D interposer technology is 
considered an interesting approach. This 

Figure 6: Zoom-in of the 300mm Si wafer showing the dies with the InP NRE HBT structures.
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heterogeneous integration option uses 
a layer stack with lithography-defined 
connections and even through-Si vias to 
communicate between III/V- and CMOS-
based components. In this case, the III/
V devices sit next to the CMOS chip, 
enabling better thermal management 
because both chips can be in direct contact 
with a heat sink. Such architecture, 
however, only allows for 1D beam steering. 
We are currently evaluating hardware 
implementations of 2.5D interposer 
technology, looking into the most optimal 
combinations of substrates, dielectrics, and 
redistribution layers to minimize losses. 
For example, we have shown a first version 
of an RF-tailored Si interposer technology 
using a standard Si substrate, copper semi-
additive interconnect, and thick spin-on 
low-k dielectrics that exhibit very low 
interconnect loss, even above 100GHz 
(Figure 7). 

Summary
Recent upscaling and integrat ion 

efforts show that GaN-on-Si and InP-on-
Si can become viable technologies for 
next-generation high-capacity wireless 
communication applications.
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