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In response to a decade of slowing of Moore’s 
Law, the semiconductor industry has 
embraced advanced packaging with 2.5D 
and 3D platforms to address market demand. 
Advances in packaging are leading the way to 
innovate product roadmaps. At the center of 
revolutionary products today is hybrid bonding, 
which is expected to become more pervasive in 
the chiplet era.
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chiplet integration with hybrid bonding is 
contributed by Adeia
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3D chiplet integration with hybrid bonding
By Laura Mirkarimi  [Adeia, Inc.]

arket demand for high-
performance computing 
(HPC) in server, gaming, 

ar t if icial intell igence, and machine 
learning applications is growing. In 
2021, HPC was a $35B business and 
is predicted to be $65B in 2030 with a 
compound annual growth rate (CAGR) 
of 7.2% [1].  At the same t ime, the 
semiconductor industry has experienced 
more than a decade of slowing of Moore’s 
Law as the cost and technical challenges 
to produce the next transistor node have 
risen sharply.  In response, the industry 
embraced advanced packaging with 
vertical stacking in 2.5 and 3D platforms 
to achieve higher compute performance, 
overcome the advanced node slowdown, 
and maintain product release timelines.

Silicon interposer-based 2.5 and 3D 
packaging – leveraging through-silicon 
via (TSV) technology – has been in high-
volume manufacturing for more than 10 
years. The ecosystem developed with the 
boost from companies such as Samsung, 
SK Hynix, Xilinx, and AMD that brought 

stacks of memory on logic into products 
with assistance f rom foundries like 
TSMC and outsourced semiconductor 
assembly and test providers (OSATs) like 
ASE. The chiplet approach in 2.5D was 
shown to cost one-half of the comparable 
monolithic structure [2]. However, the 
adoption rate of these products has 
been relatively slow and limited to a 
few companies, in part due to technical 
challenges with the interconnect density 
and overall cost [3].

While the semiconductor industry 
is anticipated to enjoy a healthy CAGR 
of 5.7% from $605B (2022) to $735B 
in (2026), cost management is a central 
theme for advanced packaging adoption 
and proliferation within the industry [4]. 
The monolithic nature of today’s system-
on-chips (SoCs) requires escalat ing 
design and development costs that are not 
suitable for small-volume manufacturers 
and entities like the U.S. Department of 
Defense. Apparently, a tipping point was 
reached when the Defense Advanced 
Research Projects Agency’s (DARPA) 

Common Heterogeneous Integration and 
Intellectual Property (IP) Reuse Strategies 
(CHIPS) program was born. The goal of 
this program is to create a paradigm shift, 
“to enhance overall system f lexibility, 
reduce design time for next-generation 
products, with significant IP reuse [5].” 
At the first Chiplet Summit Conference in 
January 2023, Yole shared that the chiplet-
based processors market will grow from 
$62B in 2022 to $180B in 2027—a CAGR 
of approximately 24% (Figure 1) [6]. The 
promise of further standardization within 
the supply chain for IP and/or interconnect 
guidelines has brought much optimism to 
electronics companies.

Chiplet concepts
The technical success and learnings 

f rom t he  2 .5D a nd  3D pa ck ag i ng 
with TSVs have bui lt  a foundat ion 
of  exc i t e me n t  a nd  v i s io n  fo r  t he 
possibilities of a new chiplet era [2]. 
A chiplet is a portion of an integrated 
circuit (IC) with a specific functionality 

M

Figure 1: Market growth in chiplets. SOURCE: Yole Group, “Chiplet Market Update” presentation, Yole Intelligence - Chiplet Summit 2023 
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that is designed to be combined with 
other ch iplets to complete a ful ly-
functional module within a package 
or  sys t em.  Ch iple t s  r equ i re  a n  I /
O controller die to br ing the multi-
chiplet module together to function 
a s  a n  IC .  T he  a d va n t a ge s  t ou t e d 
over t radit ional SoC packaging are 
heterogeneous integration, known good 
die and reusable IP for a mult itude  
of applications.

The value proposit ion of the new 
chiplet era is to fundamentally reduce 
cost, while delivering enhanced features 
in electronic products. The main themes 
for  cos t  ma nagement  a re  d ie  s i ze 
shrink, disaggregation, reduced time to 
market, standardized I/O protocol, and  
i nc r e a se d  I P  r eu se .  At  t he  I n t e l -
Architecture Day 2020, the vision of 
creat ing mult iple chiplet cores that 
connect to memory in the substrate 

showed a major shift toward distributed 
comput i ng [7].  Recent ly,  Vent ana 
announced its partnership with Intel 
Foundries and shared a customer case 
study where the development costs 
could be reduced by a factor of 8 by 
using the distributed chiplet compute 
architecture [8]. Smaller chips have 
higher yield because of lower defect 
densit y physics.  Disaggregat ion is 
important for the ability to use legacy 
chips as appropr iate, and optimally 
process the various silicon circuit parts 
within the supply chain. For example, 
depending upon the specific application, 
A/D converters are better with legacy 
nodes, while some processors are better 
suited at the latest node. Design and 
fabrication of ICs in the most favorable 
node or process offer more options for 
cost savings. Reuse of chiplets reduces 
t he  developme nt  t i me  of  p ro d uc t 
families while delivering performance 
d i f fe rent ia tor s  to  t he  ma rke t  i n  a 
t i mely  f a sh ion ,  t he r eby  r e duc i ng  
development costs.

I t  s o u n d s  l i k e  a  u t o p i a  fo r  I C 
architects. The packaging reaggregation 
b r i ng s  t h e  r e a l i t y  of  i n t eg r a t io n 
challenges including lack of scaling 
and performance with the conventional 
Cu microbump and non-standard IP 
among various packaging approaches 
within the industry. Products today have 
limited I/Os at 25μm pitch; however, 
many chiplets and 2.5D modules would 
benefit from finer pitch interconnection 
between memory and logic or logic/
l og i c  i n t e r f a c e s  d e l i ve r i n g  h ig h 
bandwidth and low latency, all critical 
for computation. 

Hybrid bonding
The industry has been manufacturing 

f ine-pitch direct bond interconnect 
(DBI®) hybr id bonding in wafer-to-
wafe r  appl ica t ions  such  a s  i mage 
sensors (~2.5-8μm) since 2016, and 
more recently, NAND memory (~1μm) 
because the manufacturing ecosystem 
was ready [9,10].  Hybr id  bond i ng 
requires a level of cleanliness (i.e., 
ISO-5 to ISO-4) like back-end-of-line 
(BEOL) wafer fabrication; therefore, 
the wafer bonding process l ine had 
a n  i m me d ia t e  home.  I n  c on t r a s t , 
d ie -to -wafer and d ie -to -d ie hybr id 
bond i ng ma nufac t u r i ng read i ness 
have been in development for many 
years. The advanced packaging OSAT 
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companies typically operate in an ISO-7 
environment and require an upgrade to 
their infrastructure for the hybrid bond 
advanced interconnect technology. As 
the pitch of the interconnect continues 
to scale in die-to-wafer applications, 
the micro-envi ronment cleanl iness 
specifications will tighten. Cluster tool 
platforms are now being considered 
for efficiencies of scale and throughput 
for the packaging houses and other 
manufacturing facilities to usher in this 
new technology.

Another gap in the infrast ructure 
add ressed in the past  5 yea rs  was 
the die-to-wafer bonder equipment 
a l i g n m e n t  a c c u r a c y  a n d  l o c a l 
environmental cleanliness. HVM tools 
were specified at about +/-3μm to 5μm 
for a throughput of ~2000 units/hour. 
Pick and place equipment manufacturers 
began aligning their roadmaps with the 
cleanliness and alignment accuracies 
required for the hybrid-bonded chiplet 
at pitches below 20μm.  Several pick 
and place companies report submicron 
placement accu racy tools  on thei r 
roadmap to support further pitch scaling 
in generations to come.

D u r i n g  t h i s  t i m e ,  A d e i a ,  I n c . 
(fo r me r ly  Xpe r i )  worked  w i t h  i t s 
customers to ensure that the die-to-
wafer process being developed would 
scale to high-volume manufacturing.
The customer requirements that stood 
out include hybrid interconnect with 
a f lexible layout, high assembly yield 
and reliability with all die handling on 

the tape frame. In early 2017, we began 
developing the DBI® Ultra assembly 
process for die-to-wafer, which was 
lau nched a t  t he  2019 ECTC.  T h is 
process is shown in Figure 2 .  The 
hybrid bond interconnect is formed with 
a standard BEOL Cu damascene process 
that includes dielectric deposition, etch, 
barrier layer, Cu seed, Cu plate and 
chemical mechanical polish (CMP).

A f t e r  o b t a i n i n g  n a n o s c a l e 
topographic cont rol across 300mm 
wafers, the wafers must be diced. Die 
handling is completed on a tape frame 
and the die surface must emerge from 
dicing with the cleanliness specification 
af ter  CMP. We have demonst rated 
equivalent performance among all three 
singulation techniques: mechanical saw, 
stealth and plasma dicing. Activation, 
bond and anneal are the f inal steps 
in the process. Dozens of test vehicle 
modu les  were a ssembled with  t he 
process shown in Figure 3.  Single 
die stacks in memory-logic interface 
configurations with the interconnect 
pitches ranging from 40-4μm pitch with 
30k to 1.6M interconnects (Figures 
3a-b) were assembled and tested to 
J EDEC e nv i ron me nt a l  s t r e s s  t e s t 
standards. In parallel, the efficacy of 
4- and 8-die stacks designed with 6k  
I /Os in an HBM-like format with a 
35μm inte rcon nect  pitch TSV was 
demonstrated (Figure 3c). Theil, et 
al., reported that the yield per layer is 
consistent between 1 and 8 die, which 
is critically important to confidently 

develop the technology for 3D stacking 
[11]. Additionally, Gao, et al., showed 
the reliability performance of hybrid 
bond interconnect test vehicles with 
a nd  w i t hou t  T SVs  wa s  e n h a n c e d 
compa red to  t he  m ic robu mp [12]. 
Given an all-Cu interconnect, there 
is no driving force for intermetallic 
formation or Kirkendall voids that lead 
to electr ical failure and mechanical 
weakness in Cu microbumps. Instead, 
the resistance in the hybrid-bonded 
daisy chain test structure reduces ever 
so slightly because of an enhancement 
of Cu-Cu diffusion across the bond 
interface. The interconnect in a direct 
bond is  su r rounded by a s t rongly-
bonded dielectric that holds the multiple 
die together. The mechanical st ress 
delivered to the hybrid interconnect 
during functional operation is much less 
than in a Cu microbump.

A  hy b r id  b o n d  i n t e r c o n n e c t  i s 
well aligned with the new chiplet era 
road map for  seve ra l  reasons .  T he 
hybrid bond interconnect formed with a 
standard BEOL Cu damascene process 
is scalable with the semiconductor 
supply chain and the fundamentals 
were demonst rated at 1µm pitch in 
wafer-to-wafer conf igurations. At a 
pitch of 1μm and below, the maximum 
i n t e r c o n n e c t  d e n s i t y  i s  g r e a t e r 
than 1x106 interconnects/mm 2. The 
small form factor of a hybr id bond 
pad i nte rcon nec t  mai nt a i ns  a  low 
inductance as well as a capacitance 
ideal for signal integrity performance. 

Figure 2: DBI® Ultra die-to-wafer hybrid bonding process flow.

http://www.chipscalereview.com


1010 Chip Scale Review   March  •  April  •  2023   [ChipScaleReview.com]

I n  Ag r awa l ,  e t  a l . ,  a  5μ m hybr id 
bond pa d  i s  show n to  have  1/50 t h 
t h e  s i z e ,  9 6%  l e s s  c a p a c i t a n c e , 
92% less inductance and 64% less 
r e s i s t a n c e  t h a n  a  t y p i c a l  10 µ m 
thermocompression bond (TCB) pad 
making it ideal for reduced latency 
[13].  Another feat u re of a DBI® is 
the inorganic dielectric surrounding 
t h e  m e t a l  p a d s .  T h e  i n o r g a n i c 
dielect r ic br ings enhanced thermal 
performance to the module compared 
to the conventional microbump with 
u nde r f i l l  mate r ia l .  More  u n i for m 
thermal conductivity between the die 
can reduce exacerbation of hot spots 
and al low for cool ing solut ions to 
positively impact the entire die stack 
more effect ively. In the simulat ion 
of  4 -  and 8-h igh dy namic random 
a c c e s s  m e m o r y  ( D R A M ) - l i k e 
conf igured stacks,  the d if ferent ial 
temperature between die 1-4 and die 
1-8 was compared for the TCB and 
DBI® interconnects. The temperature 
differential (ΔT) between die 1 and 
die 8,  (4ºC),  in the hybr id-bonded 
st ack is  much lower than the TCB 
structure (28ºC) (Figure 4). The lower 
ΔT between die within the stack is a 
signif icant advantage for high-speed 
devices that have temperature sensitive 
performance, such as DRAM [14].

Figure 3: Examples of die-on-wafer configurations with hybrid bond interconnects: a) die on wafer; b) multi-chip module on wafer; and c) 3D stacking.

Figure 4: Simulation schematics for TCB and DBI® interconnects with 4-die and 8-die stacks.
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The distributed computing concept 
for the new chiplet era is dr iven by 
reduction of yield loss due to defect 
de n s i t y.  T he  sa me defe c t  de n s i t y 
cost drivers that moved the industry 
away from monolithic die to chiplets 
i s  a l so impor t ant  for  hybr id  bond 
interconnect technology that requires a 
clean environment. This alignment of 
shrinking components for a distributed 
a r ch i t e c t u r e  i s  a d va n t a ge ou s  fo r 
hybrid bond yield enhancements too. 
The combined enhancements of die 
y ield ,  elec t r ica l  pe r for ma nce a nd 
thermal performance is a compelling 
argument to integrate the 3D chiplet 
w i t h  a  hybr id  bond  i n t e rcon ne c t . 
T h e  c o n s e r v a t i v e  n a t u r e  o f  t h e 
semiconductor industry demands that 
we invest in technologies that wil l 
ser ve mult i-generat ions of product 
enhancements that echoes the value of 
the scalable hybrid bond interconnect. 
L .  C a o  o f  A S E  e x p l a i n e d  t h e 
significant value advanced packaging 
brings to the semiconductor industry 
by  of fe r i ng  nu me r ou s  o p t ion s  t o 
achieve higher performance modules 
[15]. More impor tantly, the OSATs 
appear to be evaluating hybrid bonding 
technology and the appropriate timing 
to provide that service, which signifies 
t h e  e x p e c t a t i o n  o f  h i g h -v o l u m e 
customer interest [15].

Summary
AMD, an industry leader in 2.5D 

chiplet architecture, released its 3D 
chiplet technology and f irst hybrid-
bonded module for the Ryzen series 
5900 [16]. The L3 cache is bonded to a 
5000 series processor. The interconnect 
pi t ch  of  ~9μ m i s  on ly  ach ievable 
via a hybr id-bond interconnect and 
represents a 200x times the density of 
2D chiplets. Similarly, other thermal 
enhancing die were bonded in th is 
module to obtain the 15% average 
performance improvement, which is 
equivalent to an advanced node. After 
this announcement, Intel discussed 
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the use of hybrid bonding technology 
for its product roadmaps for high-end 
performance enhancements without 
the need to wait for the next advanced 
node transistor release. The ability to 
use advanced packaging technology 
to achieve the equivalent performance 
of an advanced node – in a shor ter 
development t ime – has the chiplet 
industry exhilarated about a ubiquitous 
he t e rogeneou s  i n t eg r a t ion  supply 
chain. While the future will unveil 
the prol i ferat ion rate of th is h igh-
performance interconnect through the 
supply chain and market, it appears 
this is only the beginning of a new 
generat ion of packaging innovation 
with hybrid bonding.
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Accelerating 3D and heterogeneous integration with
high-volume D2W hybrid bonding
By Thomas Uhrmann  [EV Group] and Nelson Fan  [ASMPT]

he semiconductor industry is 
undergoing a revolutionary 
t r a n sfo r m a t ion  w i t h  t he 

adoption of heterogeneous integration 
and chiplet-based design, marking a 
fundamental turning point. Monolithic 
2D scaling options often come with 
complex and costly issues and limited 
scaling benefits for a system. Chiplets, 
therefore, are an inevitable solution 
to meet the demands of the scaling 
roadmap and per for mance,  power, 
area-cost and time-to-market (PPACt) 
r e q u i r e me n t s .  H ig h - p e r fo r m a n c e 
ap pl ica t ion s ,  i nclud i ng  a r t i f ic i a l 
intelligence (AI), augmented/vir tual 
reality, and autonomous driving, require 
specialized processors for each task, 
making chiplet integration necessary. 
This design approach is already being 
used in var ious forms, f rom hybr id 
bonding to 2.5D interposers, and is 
equally critical for consumer and mobile 
devices to keep up with performance 
and flexibility requirements.

The sh i f t  to  ch iplet  i nteg rat ion , 
however, requires a complete overhaul 
of the semiconductor manufacturing 
process. While 2D transistor scaling 
remains  relevant ,  t he  r i s i ng cos t s 
a n d  c o m p l e x i t y  o f  s c a l i n g  h a v e 
prompted the industry to embrace 3D 
and heterogeneous integration. This 
approach involves assembl ing and 
packaging different components or dies 
with varying sizes and materials into 
a single device or package, thereby 
enhancing performance on new device 
generat ions that suppor t these new 
appl ica t ion s  a nd  lea d i ng  t o  more 
precise and customized mapping of 
customer and application requirements.

T he re  a re  t wo d i f fe rent  ch iple t 
approaches:  pa r t i t ion and add-on. 
Which approach is used depends on the 
application and purpose. The partition 
scheme involves breaking down the 
original monolithic die into two or more 
smaller chiplets and stacking them on 

top of each other in a 3D-integrated 
circuit (IC) configuration. In contrast, 
the add-on scheme uses a base die as 
one of the chiplets with lit tle to no 
partitioning and adds another chiplet 
(or multiple chiplets) with additional 
features, such as extra memory. The 
add-on chiplets are stacked above or 
below the original monolithic chiplet 
in the 3D-IC conf iguration [1]. The 
partition scheme is focused more on 
cost and footprint savings, while the 
add- on met hod i s  gea red  towa rd s 
performance and power improvement, 
s u c h  a s  f o r  h i g h - p e r f o r m a n c e 
computing applications. Cost savings 
are greater as the monolithic 2D die 
area increases and wafer costs become 
more expensive. In both cases, savings 
are optimized when the par t it ioned 
t wo  c h i p l e t s  h ave  t h e  s a m e  s i z e 
because it improves the yield for each 
die individually. In addition to cost 
savings, partitioning is also expected to 
lead to effective capacity improvement 
due to higher yields in smaller chiplets. 
Technology considerations of 3D-ICs 
and the various component f lavors of 
3D-ICs are depicted in Figure 1.

Heterogeneous integrat ion rel ies 
heav i ly on wafer- to -wafer  (W2W ) 
h y b r i d  b o n d i n g ,  w h i c h  i n vo l ve s 
stacking and electrically connecting 
wafe r s  f rom d i f fe rent  p roduc t ion 

l i n e s .  T h i s  p r o c e s s  h a s  p r o v e n 
successful for complementary metal-
oxide semiconductor (CMOS) image 
sensors and various memory and logic 
technologies. W2W hybr id bonding 
has been mature for over a decade, 
with equipment and process now well 
established. It enables contact pitch of 
less than 1µm in production, but die 
size and grid matching are required. 
Each bonding layer consists of only one 
node, and cumulative yield decreases 
the overall stack yield for high layer 
count. However, W2W bonding offers 
high-throughput capabilities.

Die-to-wafer (D2W) hybrid bonding 
is a relat ively new technology, and 
its process and equipment matur ity 
are still evolving, resulting in many 
challenges. The contact pitch for this 
bonding method is currently at 9µm 
in product ion, but th is is expected 
t o  d e c r e a s e  r a p id ly  t o  2µ m .  O ne 
advantage of D2W bonding is that 
there are no limitations on die size or 
system segmentat ion. Addit ionally, 
ch iplet s  of  d i f fe rent  nodes can be 
combined, providing a high level of 
f lexibility. However, binning may be 
necessary because of the varying yields 
of individual d ies. The th roughput 
of D2W bonding is dependent on the 
size of the chiplets and the number of 
chiplets integrated into a system.

T

Figure 1: Heterogeneous integration and connection options along different packaging levels from chip- to 
board-level.
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There are several D2W bonding methods available for 
heterogeneous integration, each with its own advantages 
and disadvantages, as shown in Table 1. Selecting the best 
approach for a given application depends on factors such as die 
size, thickness, total stack height, and interface considerations 
like contact design and density.

Collective D2W bonding process
Collective D2W bonding involves the bonding of multiple 

dies onto a wafer substrate in a highly accurate and reliable 
manner. The collective D2W bonding process typically 
consists of several key steps, shown in Figure 2, including 
car r ier preparation with adhesive, die protection while 
handling, die population using a high accuracy D2W bonder, 
W2W die transfer of the carrier wafer to the product wafer, 
and finally, debonding of the die carrier and cleaning [2,3].

The first step in the process involves preparing the carrier 
wafer with a suitable adhesive material. The adhesive layer 
should be uniform and have a sufficient thickness to provide 
adequate bonding strength. The carrier wafer should also be 
compatible with the adhesive and should have a surface that 
can be easily cleaned and prepared for bonding.

In the next step, the dies are protected while being 
handled to prevent damage or contamination. This may 
involve the use of special ized handl ing equipment or 
techniques, such as vacuum or tweezers. The dies should be 
handled with care to avoid any potential damage, which can 
result in yield loss and reduced device performance.

Once the dies are protected, they are populated onto 
the car r ier wafer using a high-accuracy D2W bonder. 

The bonder should be capable of achieving sub-micron 
alignment accuracy, and should also be able to handle 
a high volume of dies for eff icient production. The next 
step involves transferring the dies from the carrier wafer 
to the product wafer. This is typically achieved through 
W2W bonding using high-precision alignment and bonding 
equipment. The bonding process should be performed under 
controlled conditions to ensure uniformity and reliability. 
After the dies have been transferred to the product wafer, 
the die carr ier is debonded and removed. This involves 
separating the adhesive layer from the carrier wafer and 
cleaning any residual adhesive from the product wafer. The 
cleaning process should be carefully controlled to avoid 
damage to the dies or product wafer.

Direct placement D2W hybrid bonding
D i r e c t  d i e  p l a c e m e n t  D 2 W  h y b r i d  b o n d i n g 

involves picking and placing a die onto a target wafer, 
followed by annealing to covalently bond the dies and 
elec t r ica l ly  con nect  t hem [4].  T he f i r s t  s t ep i n  t h is 
process is selecting a suitable die car r ier, as shown in  
Figure 3. Depending on the requirements of the application, 
the carrier can be a film frame or a specially-designed and 
fabricated die carrier. The selection of the carrier should be 
based on factors such as die size, die thickness, and the number 
of dies to be bonded.

The next step is the carrier picking, which can be done 
from a completed singulated wafer or a reconstituted carrier 
consisting of different dies. Once the die has been picked, it 
is necessary to activate and clean the surface before bonding. 
Plasma activation is used to remove any contaminants and 
rehydrate the surface of the die, ensuring good bonding. The 
plasma activation process is critical to ensure strong bonding 
between the die and the wafer.

A high-accuracy pick-and-place process is essential for 
ensuring a high alignment accuracy with less than 200nm 
on opposite corners of the die. This high-accuracy pick-
and-place process is achieved using advanced equipment 
and technologies. The controlled bond wave is initiated by 
contacting the die center, ensuring a stable and uniform bond 
between the die and the wafer.

Figure 2: Collective D2W hybrid bonding process flow.

Table 1: Comparison between W2W and D2W hybrid bonding according to main 
decision criteria.
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Reconstructed D2W hybrid bonding
A recent publication introduces a novel 

integration method called reconstructed 
D2W bonding (Figure 4) that combines 
direct and collective placement D2W 
bonding [5].  The d i rect  placement 
approach is used to mechanically attach 
the dies to a carrier wafer, but it only 
provides a mechanical connection.

Once the chiplets are formed, they are 
permanently attached to a carrier wafer 
with the die either facing up or down, and 
the gap between them is filled with silicon 
oxide, which is a front-end compatible 
version of fan-out wafer-level packaging 
(FOWLP) that is inorganic. The challenge 
in this step is that the oxide thickness 
needs to be significantly higher to support 
the overall chiplet height, including the 
silicon substrate and metal interconnects. 
Afterward, the dies and oxide layer are 
planed thoroughly, and through-dielectric 
interconnects and hybrid bond pads are 
created at the wafer level. The actual 
hybrid bonding and electrical contact are 
done later in a W2W bonding process. 
Cleanliness must be strictly maintained 
throughout the process.

The major advantage of this process 
is its full front-end fab compatibility, 
and there are no mater ials that are 
i ncompat ible  with the fab present 
throughout the process f low. However, 
one of the main challenges is controlling 
and optimizing the oxide fill process. 
Analogies to FOWLP apply, where 
silicon content, die thickness, deposition 
temperatures, and oxide properties all 
impact the wafer shape and contact 
pitch scalability of the W2W hybrid 
bonding process. Despite this challenge, 
reconstructed D2W bonding has shown 
great promise in achieving full front-end 
fab compatibility while maintaining the 
highest level of cleanliness throughout the 
entire process f low. Further research is 
needed to optimize the oxide fill process 
and to address other potential challenges 
that may arise.

Self-aligned D2W integration
Currently, research inst itutes are 

focusing on self-aligned die bonding, 
which fol lows similar key steps to 
traditional die bonding such as cleaning 
and activation of the dielectric interface 

and copper bonding pad. Two guiding 
principles are being explored for self-
aligned die bonding: 1) shaping the die to 
achieve ultra-precise dimensions; and 2) 
defining guiding pads on the die surface 
using hydrophil ic and hydrophobic 
r e g i o n s  p a t t e r n e d  w i t h  o p t i c a l 
lithography at the wafer level. However, 
the singulation, cleaning, and activation 
processes still require the same level 
of precision as traditional die bonding. 
The placement of dies in self-aligned 
die bonding can be coarser, leading to 
potentially lower process costs, but the 
increased complexity in die preparation, 
guiding pad definition and combination 
with  c r ucia l  chemica l  mechan ica l 
planarization (CMP) processes, must also 
be considered. Self-aligned die bonding 
has high potential, but further research 
and development is necessary to improve 
the integration process [6].

D2W bonding equipment status
The preparation and conditioning of 

surfaces for direct placement fusion 
and hybrid bonding of dies on wafers 
is a critical step. Challenges related to 

Figure 3: Direct placement D2W hybrid bonding process flow.

Figure 4: Reconstructed D2W hybrid bonding process flow.
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cleanliness and activation are similar to 
those of other fusion bonding techniques. 
The dies require repopulat ion on a 
dedicated cleaning carrier wafer and may 
need optional cleaning during dicing 
before transport to the front-end clean 
hybrid bonding step. Surface coating on 
a readily CMP-treated wafer is crucial 
to preser ve su r face proper t ies and 
cleanliness during dicing.

The EVG320 D2W is a f lexible die 
prepa rat ion and act ivat ion system 
designed to seamlessly integrate with 
ASMPT’s pick-and-place die bonding 
systems. It is equipped with a universal 
hardware/software interface and can 
be used as a stand-alone system. The 
system incorporates cleaning and plasma 
activation technology, and features an 
optional integrated metrology module 
that provides direct feedback to the die 
bonder on critical process parameters, 
such as die placement accuracy and 
die-height information, for improved 
process control.

Af te r  d ie preparat ion ,  the h igh-
precision D2W die pre-bond step is 
carried out using ASMPT’s LithoBolt—
an automatic ultra-high-precision die 
bonding system. The system is designed 
to achieve high accuracy, throughput, and 
yield for volume production. Material 
handling for cleanliness control and 
alignment mechanism to achieve target 
alignment accuracy are crucial in this 
step. The cleaned and activated die 
and target wafer materials from the die 
preparation machine are transported to 
the load port of the equipment front-
end module (EFEM) of the die bonding 
system through a cleaned front-opening 
unif ied pod (FOUP). The die is then 
bonded onto the target wafer under a 
compression force of 0.05 to 0.3MPa 
with a special curved collet. The force-
controlled bond-arm of the bonder adjusts 
the compression force for bonding. 
Cleanliness must be well controlled 
throughout the entire material handling 
and bonding process inside the EFEM 
and bond chamber.

Die placement alignment accuracy is 
another crucial requirement in the die 
bonding step. Currently, the industry is 
calling for alignment accuracy below 
200nm at 3σ for bond pad sizes below 
10µm, and future bonding solutions 
should have accuracy down to 100nm or 
below. LithoBolt utilizes a new concept 
of alignment approach supported by 

a powerful optical system to assist in 
sub-micron-level pattern-recognition 
a l ign ment .  The bond head module 
incorporates intelligent design to enable 
true active alignment with real-time 
compensation. The alignment accuracy 
verification was performed using chip-
on-glass (COG) for face-down mode 
bonding, and overall results achieved 
u nde r  3σ  were  106n m a nd 103n m 
(X-direction) and 131nm and 147nm 

(Y-direction) for the two corners accuracy 
as shown in Figure 5.  Cleanl iness 
assessment data showed that LithoBolt 
achieved ISO3 cleanroom standard both 
in idle and operation modes.

Accelerating process development
M a nu f a c t u r e r s  mu s t  u nd e r t a ke 

extensive development project s  to 
determine the optimal bonding method 
for their devices. These projects must 
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consider not only the wafer bonding 
equ ipment ,  but  a l so the mate r ia l s 
involved in temporary and permanent 
bonding, as well as related processes 
such as die activation and cleaning, 
as well as subsequent die bonding. 
Process expertise and access to cutting-
edge technologies are essential, but 
these systems are of ten al ready in 
u se  a t  cus tomer  s i t e s  a nd may be 
diff icult to access for research and 
development purposes. To overcome 
these challenges, EVG established the 
Heterogeneous Integration Competence 
Center (HICC), which leverages EVG 
process solut ions and exper t ise to 
enable new and improved products and 
applications driven by advancements in 
system integration and packaging, using 
ASMPT’s latest-generation die bonding 
equipment. ASMPT has also established 
an advanced lab in Hong Kong, focused 
on overlay and including EVG’s die 
cleaning and activation capabilities. 
These incubators were establ ished 
to lower the barriers to development  
for customers.

Summary 
T he  u t i l i z a t ion  of  D2W hyb r id 

bonding is crucial for the swift adoption 
of 3D/heterogeneous integration and the 
development of next-generation devices 
that offer superior performance, high 
bandwidth, and low power consumption. 
Even though the inf rast r ucture for 
D2W hybrid bonding is still evolving, 
a n  i nc r e a s i ng  nu mb e r  of  p ro c e s s 
solutions and collaborations across the 
supply chain are emerging and will 
be integral in establishing the best 
practices for D2W hybrid bonding. Close 
cooperation and seamless optimization 
between equipment design and process 
integration in appropriate testing labs 
are necessary for qualifying and refining 
D2W hybrid bonding.
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Heterogeneous integration and chiplets and dielets: 
why the hype?
By Subramanian (Subu) Iyer  [The UCLA Center for Heterogeneous Integration and Performance Scaling (UCLA CHIPS), 
Samueli School of Engineering, University of California, Los Angeles]

ver  t he  la s t  few yea r s , 
there has been an over-
abundance of attention paid 

to packaging driven by heterogeneous 
integ rat ion and ch iplets.  Actual ly, 
heterogeneous integration is not new 
– just look at any printed circuit board 
(PCB) and you will see a diversity of 
chips assembled and connected to one 
another on the board. Moreover, if you 
look closely at the chips that have been 
assembled, some of them are quite 
small—and if chiplet is the diminutive 
of chip, many of them would certainly 
qualify. In this article, I’d like to explore 
what makes the concept of heterogeneous 
integration and chiplets such a powerful 
c o n c e p t  i n  t h e  c o n t ex t  of  r e c e n t 
developments in electronics packaging.

I like to think of the role of packaging 
to be akin to the role of the Los Angeles 
Police Department with the motto, “to 
protect and to serve.” The package 
protects the chip from mechanical shock, 
environmental and corrosive ingress, 
and from thermal excursions, hotspots, 
and thermal runaway that the chip’s 
operat ion may cause.  The package 
serves the chip and system by supplying 
it efficiently with power—potentially in 
multiple voltage domains. The package 
also elect r ical ly connects the chip 
to other chips and the outside world 
with high efficiency, high bandwidth, 
and low latency connections. Equally 
impor tantly, the package provides a 
stable and well-controlled environment 
where the ch ip can be tes ted ,  and 
its funct ionality, performance, and 
reliability can be ensured.

C o m p l e m e n t a r y  m e t a l - o x i d e 
semiconductor (CMOS) scaling, driven 
by the economics of miniaturization and 
manufacturing scale has, over the last 
several decades, allowed us to reduce the 
cost per transistor while simultaneously 
improving its performance – switching 
speed and power – at a smaller transistor 

footprint. This has fueled the well-known 
Moore’s “Law” for miniatur ization. 
W h i l e  i n i t i a l l y  t h i s  s c a l i n g  w a s 
straightforward, driven by Dennard’s 
constant elect r ic f ield scal ing, and 
going to larger diameter wafers, since 
the early 2000s we have had to invoke 
new materials, strain engineering, and 
other innovations to keep up the “cost-
performance per transistor” expectations 
of Moore’s Law.  

Figure 1 shows the relentless scaling 
of silicon CMOS (in blue on a log scale). 
In contrast, package scaling (shown in 
red on a linear scale) – measured, say 
by bump pitch (though any other metric 
could be used), has been the tortoise in 
this race. This has led to an apparent 
paradox illustrated in Figure 2 where 
the die size of high-performance chips 
has been increasing even though the 
transistor size has been shrinking. In 
fact, today’s high-performance dies may 
be as large as a reticle field. 

The reason why we would like to 
grow die size has to do with the huge 
penalty of off-chip communicat ion 
driven by the relatively modest scaling 
of packaging as shown in Figure 1. 
Making dies larger would minimize 
the number of times we would need to 
go off chip (although, this comes at the 
cost of huge wiring congestion, leading 
in turn, to as many as 19 wiring levels) 
and this led to Gene Amdahl’s idea in 
the 80s to build a wafer-scale chip at 
the company he started, called Trilogy 
Systems. However, low yield (those were 
the days of 100mm-diameter wafers 
and ECL circuits) and the inability to 
manage long-distance communication 
on the wafer caused Trilogy to abandon 
that idea, only to be revisited recently by 
Cerebras Systems. Cerebras addressed 
the yield issue by making very small 
high-yielding cores that were pretested 
on the wafer and subsequently connected 
using a post-fab wafer-level interconnect 

O

Figure 1: A comparison of CMOS scaling (blue, left axis, log scale) vs. time with package scaling (red, right 
axis linear scale). The typical feature size was used as the scaling metric.
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layer and requi r ing only nearest neighbor connect ions 
(sometimes called a systolic architecture). However, both these 
attempts employed a monolithic bipolar junction transistor 
(BJT) or CMOS technology and could not, for example, use 
high-density dynamic random access memory (DRAM) for its 
memory. Another thing to remember is something called Rent’s 
rule. This rule suggests that as chip complexity increases, the 
number of I/Os should also increase as the more complex larger 
chip would need to send and receive larger amounts of data with 
lower latencies.

Tackling the package scaling challenge
Because package scaling has not kept up, chip designers 

have resorted to serializers and de-serializers to get around 
the problem. As shown in Figure 3 ,  many signals a re 
serialized and sent over the relatively few board channels at 
extremely high speed. We are reaching data rates of over a 
100Gb/s per channel. However, sending signals at this high 
rate presents several challenges that result in these I/Os taking 
up more real estate (as high as 30-40%, or even more, of the 
chip area) and using up to 30-40% of the chip’s power (chip 
area and power are correlated). This is unsustainable—and 
the poor control of wires on a PCB, surface roughness and 

Figure 2: Typical die size for high-end microprocessors including graphics 
processing units (GPUs) as a function of year of introduction. For reference, the 
Intel Pentium introduced at the 0.8μm node was 300mm2 and had about 3 million 
transistors. In 2021, the Nvidia A100 made at the TSMC 4N node was about 836mm2 
with about 54 billion transistors.

Figure 3: Inter-die signals can be handled in two different ways: a) Because of 
fewer inter-chip connections on PCBs, signals are serialized and sent at high speed 
over transmission lines on a PCB. They are deserialized at the receiving chip. These 
SerDes are large and complex and can consume as much as 40% of the chip power. b) 
If we had more wires between the dies, and the dies are closely spaced, we can send 
the native signals as-is over wires that resemble wires on a chip.
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the skin effect only compound these 
difficulties. The dual realization that 
silicon scaling had slowed down and 
packaging had left much performance 
on t he  t able  has  led to  a  feve r i sh 
amount of work on how to address the 
packaging problem, and, as seen in 
Figure 1, there has been a significant 
sca l ing of  key packag ing met r ics . 
For example,  at  UCLA CHIPS, we 
routinely connect dies to the substrate 

at sub-10μm pitches.
Why has it taken so long to address 

the problems noted above? Primarily, 
si l icon CMOS scaling was more or 
less a sure thing, and one could get 
more  p e r fo r m a nce  a nd  t r a n s i s t o r 
densit y by sca l ing.  Packag ing,  on 
the other hand, did not provide this 
kind of value and very often was an 
af ter thought. The focus of classical 
packaging, therefore, was not on value, 

but more on cost. Now that calculus 
has changed and there is realization 
that, especially in high-performance 
computing, advanced packaging can 
prov ide ext raord ina r y value.  Th is 
v a l u e  c o m e s  p r i m a r i l y  f r o m  t h e 
i nc reased ba ndw idt h  a nd reduced 
latency of inter-chip communication 
at lower energy per bit t ransmit ted. 
This is accomplished in three ways: 
1) Decreasing the pitch at which the 
dies are connected to the subst rate 
(the so-called bump or pillar pitch); 2) 
Reducing the wiring pitch (also called 
trace pitch) on the substrate to sub-μm 
dimensions; and 3) Reducing the die-
to-die separation on the substrate to 
sub-50μm dimensions. A major reason 
we have made such dramatic progress 
is that we have borrowed immensely 
f rom decades of sil icon technology 
including the use of si l icon as the 
substrate. It’s no surprise that silicon 
fabs lead in this segment of packaging! 
It turns out that silicon is an incredibly 
versatile packaging material. 

Si wafers are unbelievably f lat and 
thermally-matched to the silicon dies. 
This allows for fine lithography (i.e., 
it’s very difficult to write on a warped 
surface). The thermal conductivity of 
silicon is about a third that of copper, 
and unlike an organic PCB, offers a 
viable heat extraction path (typically 
only 10% of the power is extracted via 
the organic PCB). This is important 
as heat extraction is a ser ious issue 
for high-performance systems. Two 
a r g u m e n t s  t h a t  h a ve  b e e n  m a d e 
against using silicon are cost and the 
brittleness of silicon wafers.

Silicon with a few layers of f ine-
pitch wiring are indeed cost effective 
compared to FR4 boards where even 
sub-10μm pitch wi r ing is d if f icult 
t o  a ch ieve  (s i l icon  be come s  ve r y 
e x p e n s i v e  w h e n  y o u  b u i l d  t i n y 
Fi n FETS or  nanosheet  t r ansis tor s 
w i t h  20  w i r i ng  l eve l s) .  T he  c o s t 
can be reduced fur ther by going to 
me t a l lu r g ic a l -g r a d e  s i l i c on  u s e d 
in the photovoltaics (PV) indust ry. 
Handling techniques in silicon fabs 
where breakage is almost non-existent 
can also be used in packaging. The 
elimination of solder in the assembly 
process has allowed us to scale the 
“ b u m p ”  p i t c h .  S o l d e r  i s  n e e d e d 
i n  cla ss ica l  packag i ng to  p rov ide 
c ompl i a nc e  t o  t he  e a s i ly  wa r p e d 
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o r g a n ic  s u b s t r a t e s .  Wi t h  s i l i c o n 
subst ra tes  –where the met a l  l i nes 
and pillars are built using precision 
chemical mechanical polishing (CMP) 
– the pillars are co-planar and direct 
metal-metal bonding is possible with 
high yield. The elimination of solder 
also eliminates the effects of solder 
intermetallics and a host of reliability 
issues that they entail. We can also 
el iminate the use of under f i l l  and 
can use thin (a few nm) atomic layer 
deposit ion (A LD) i norgan ic  f i l ms 
such as Al2O3 to passivate and prevent 
moisture ingress.

F i g u r e  4  s hows  a  p r o t o t y p ic a l 
wafer-scale system where dielets are 
assembled at fine pitch with dies close 
together and passivated. A notable 
feature of this wafer-scale system and 
the homogeneous technology versions 
discussed earlier is the potential for 
he t e rogenei t y.  We ca n ,  t he refore , 
assemble both memory dies (or even 
die stacks), logic dies, I /O dies and 
different kinds of accelerators, analog 
and mixed-signal dies, RF and such, 
on this substrate—and all these dies 
a re  con nec t ed  a t  f i ne  p i t ch .  T h i s 
capability allows us to optimize the 
technology nodes, material systems, 
and funct ional ity in a manner that 

Figure 4: The chiplet golden regime has dielets of 1 to 100mm2 that are connected to the substrate at a pitch of 2-10μm. There are many considerations that go into this 
analysis including dielet yield, dielet IP reuse, testing and I/O complexity.
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i s  n o t  p o s s i b l e  i n  h o m o g e n e o u s 
monolithic chips, no matter how big. 
Fur thermore, it is possible to scale 
these systems to wafer scale allowing 
us to pack high-compute power in very 
small form factors. We would not be 
able to do this were it not for the fine 
bump and trace pitch and the close die 
placement. The f ine-pitch capability 
combined with the abi l ity to place 
dies in close proximity, allows these 
heterogeneous systems to behave as if 
they were monolithic. This last point 
is crucial and differentiates today’s 
heterogeneous systems from those of 
yore. One thing we must mention is 
that dielets, today, are assembled on 
a substrate by mechanical placement 
and th is is a l imitat ion on overlay 
tolerance (cu r rent ly ~+/-1μm), but 
we expect both steady improvement 
in placement accuracy and perhaps 
true lithographically-defined ways of 
connecting the dies.

The newfound capability described 
above changes the way in which we can 
build system on chip (SoC) structures. 
Today’s SoCs are typically synthesized 
with sof t intellectual proper ty (IP) 
d e s i g n  b l o c k s  u s i n g  h i g h - l e v e l 
synthesis tools. Over 80% of these IP 
blocks have been instantiated on some 
other SoC or on test sites. However, 
every time we tape out a new SoC, we 
re-synthesize these very IP blocks in 
new conf igurations, reduce them to 
schematics, and finally, lay them out 
physically and re-harden them. This 
is a t ime-consuming and expensive 
task and contributes enormously to the 
so-called non-recurring engineering 
(NRE) of building a new chip. Bigger 
chips take longer and cost more and 
limit the number of players who can 
play this game. In 2016, I published 
a paper [1] where I suggested that we 
could pre-build a bunch of commonly 
used dielets and stock them, so that 
we cou ld bu i ld a  complex SoC by 
assembling these prefabricated dies 
u s i n g  t h e s e  a d v a n c e d  p a ck a g i n g 
constructs. This vision is slowly, but 
surely, taking root.

Heterogeneous integration
Based on the above sections, let’s explore 

this heterogeneous integration space. The 
goal is to determine the optimal dielet size 
and vertical interconnect pitch as shown in 
Figure 4. Let’s start with the x-axis, which 

captures the pitch at which the dies are 
connected to the substrate. The right-hand 
side is bound by the ball grid array (BGA) 
pitches on today’s PCBs (~100s of μm) and 
the left-hand side represents the contacted 
gate pitch at which transistors on the chip 
may be connected (~10s of nm). The y-axis 
depends on what is being plotted. 

Let’s consider the die size shown in 
brown. Large dies yield poorly, and as we 
decrease the die size, the yield increases; but 
below about 100mm2, the yield increases—
though slowly (this is why memory dies 

are typically this size). As the die size 
goes below 1mm2, the yield approaches 
100% in mature technologies (in fact, at 
these dimensions, we can blind-build these 
dies and expect them to work) and so the 
optimal die size is expected to be between 
1 and 100mm2. If dies go below 1mm2, two 
effects begin to dominate: die handling 
becomes difficult (both for assembly and 
test), and kerf loss becomes appreciable.

Another consideration is IP reuse. 
Generally speaking, small dies have less 
content and are less likely to be specialized. 

Figure 5: Various aspects of the Silicon Interconnect Fabric and SuperCHIPS platform. a) A chip micrograph 
showing the SuperCHIPS macros that drive fine-pitch connections between adjacent dies; b) A 4-deep row of 
pillars at 10μm pitch yields an effective “bump” pitch of 2.5μm. c) The I/O drivers are small and must be contained 
at the 10μm pitch, and consist of a cascaded set of inverters with the capability of both synchronous and 
asynchronous modes. d) The silicon interconnect fabric (Si IF) is a full-thickness silicon wafer with inorganic build-
up layers similar to the backend wiring of a 90nm CMOS technology structure. e) An assembly of four 1mm2 UDSP 
functional dielets on the Si IF at 9.8μm “bump” pitch, sub-2μm trace pitch, and about 30-50μm inter-die spacing.
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This means the probability of reuse is high, 
while the opposite is true for large die. This 
trend is shown in the grey line. Testing 
complexity – shown in the green line – 
decreases as die content reduces up to a 
point, but very small dies present testing 
challenges. Finally, as dies become smaller, 
there is less space to accommodate pads 
(for testing or I/Os). This means the I/O 
sizes need to shrink, and by implication, the 
“bump” pitch as well. Large dies can also 
use small bump pitches, but smaller dies, 
or dielets, cannot afford to do so because 
there is not enough space available. Smaller 
dielets generate less data and can do with 
fewer I/Os. These arguments are explained 
in much more detail in [2].

If you put the considerations noted above 
together, you find there is a sweet spot – a 
golden dielet regime – where the dielet size 
is about 1-100mm2 and the connection pitch 
to the substrate is between 2 and 10μm. 
These dimensions are not a coincidence. 
They can be derived from the size of 
typical I/P blocks on an SoC and the pitch 
of the wires connecting them—typically 
the fat wire vias.

Reducing the “bump” pitch and the 
inter-die spacings has another beneficial 
consequence. The wire inductance between 
chips becomes negligible and the wire 
behaves not as a transmission line, as is the 
case in PCBs, but as a simple capacitive 
load similar to wires on the chip. This 
means we do not need to worry about 
terminations, ref lections, inter-symbol 
interference, and such. The I/O, therefore, 
becomes very simple—just a bunch of 
cascaded inverter-drivers. It also turns out 
that we have a lot more wires available in 
this scenario compared to a PCB. So, we 
do not need to serialize the data and we can 
send it in its native parallel format, at much 
lower speeds (think DRAMS that activate 
an entire row, but we need to serialize this 
data to send it off-chip and at very high 
speeds). This reduces power significantly, 
as shown in Figure 3b. We have proposed a 
simple hard protocol called “SuperCHIPS” 
(the catchy acronym Simple Universal 
Parallel intERface for CHIPS) that allows 
one to do this and a figure of merit that 
allows us to compare different protocols 
beyond merely energy per bit, but also 
allows for the accounting of I/O area, drive 
strength, and bit error rate (Figure 5) [3].

Many of  the concept s  d iscussed 
above (i.e., <10μm bump pitch, 2μm 
t r a ce s ,  50 μ m d ie - t o - d ie  s pa c i ng , 
1mm X 1mm dielets al l  assembled 

on a silicon interconnect fabric and 
simple communication protocols) were 
demonstrated and verif ied at UCLA 
CHIPS in 2022 for the first time in a 
functional assembly that employed a 
scalable 1mm X 1mm DSP chiplet design 
(dielets were manufactured by TSMC 
and GlobalFoundries) as the building 
block [4]. It’s only a matter of time before 
these concepts make it to the commercial 
market place.

To realize the full potential of the 
SuperCHIPS concept, however, we do 
need to increase the diversity of the chips 
used in these assemblies. Back in 2013, 
our group at IBM built (for Semtech) 
what was very likely the first commercial 
interposer [5] product that employed two 
90nm SiGe transceiver chips and a 45nm 
application-specific integrated circuit 
(ASIC) with embedded dynamic random 
access memory (DRAM) and deep-
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trench decoupling capacitors on a silicon 
interposer. (We did not call it 2.5D, which 
later became the abominable terminology 
that should be banned, in my opinion.) 
This work was presented at the now-
defunct 3D ASIP conference in 2013 along 
with a product announcement. Since then, 
the industry has focused on large processor 
dies connected at ~40-50μm solder bump 
pitch to stacked memory dies via a silicon 
interposer. This is a good development 
that has driven the artificial intelligence/ 
machine learning (AI/ML) applications.

Heterogeneous integration, however, is 
a lot more than a memory and processor 
chip tied together! Additionally, 500-
836mm2 dies are not chiplets or dielets 
either! We need to have a commercially-
viable roadmap that reduces “bump” 
pitch, trace/wiring pitch, reduces dielet/
chiplet size and inter-dielet spacing, so 
that dies can butt together on an extremely 
planar substrate. All these are  difficult 
engineering problems, but well within 
the capability of the microelectronics 
industry. Heterogeneous integration with 
diversely-sourced dielets presents unique 
supply chain and trust challenges. For 
example, if you design a chip/chiplet, the 
foundry manufactures and delivers dies or 
dielets, and when singly-packaged, we call 
it a chip. When many chips are packaged 
together, however, we call it a module. All 
this calls for an independent packaging 
and test facil ity that can deal with 
multiple fabs, multiple nodes, multiple 
material systems, and the like, and an 
immensely trustworthy relationship with  
multiple fabs.

Today, there is no dielet marketplace 
(other than perhaps high-bandwidth 
memories [HBMs]—and t ry get t ing 
t hose!).  We need to  have  a  d iele t 
discovery system based on aggregated 
IP that are selected and fabricated using 
a statistical usage model (e.g., which IPs 
occur together and how often they are 
used). This is going to require a lot of 
cooperation, transparency, and perhaps 
some I/P standardization. Universal 

communication protocols have eluded us 
so far. Perhaps, protocol translator dielets 
offer a pathway.

There are many issues that I have not 
talked about here, but which are very 
important. One issue is that many of 
these advanced packages do not allow for 
rework, therefore, redundancy and self-
repair are going to be important. (We 
have proposed the use of utility dielets 
to perform these and other functions.) 
Another issue is thermal: as we bring the 
dies closer, there is no space to spread 
heat laterally so the heat needs to be 
extracted vertically. Additionally, power 
delivery is a challenge. There is active 
work going on in these areas and steady, 
incremental progress is being made for us 
to be optimistic.

Summary
To summarize, fine-pitch heterogeneous 

integration of a wide variety of small 
dielets offers a path to reduced size, 
lower power, and potentially lower cost 
at the functional system level. It’s no 
longer about shrinking transistors, but 
more about miniaturizing systems with 
a diversity of components—not just 
transistors! The heterogeneous integration 
roadmap and its allied manufacturing 
roadmap, the Manufacturing Roadmap for 
Heterogeneous Integration and Packaging 
(MRHIEP) provide valuable guidance 
as we embark on the post-Moore’s Law 
era. But the message is clear: feature 
scale down and system scale out. We 
will also need a more rigorous design 
methodology that borrows concepts, 
such as process design kits (PDKs) from 
silicon, and a predictable scaling roadmap 
for packaging.
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Hybrid bonding bridge for chiplet design and 
heterogeneous integration packaging
By John H. Lau  [Unimicron Technology Corporation]

he most important advantages 
o f  c h i p l e t  d e s i g n  a n d 
heterogeneous integration 

packaging, such as chip partition (driven 
by cost and technology optimization) 
and ch ip spl it  (d r iven by cost  and 
semiconductor manufacturing yield) are 
cost, cost, and cost [1-6]. Unfortunately, the 
most important disadvantages of chiplet 
design and heterogeneous integration 
packaging are the increase in the size of 
the package and the complexity of the 
package structure—both of which lead to 
higher packaging cost.  The higher cost is 
because of the additional package area and 
the amount of packaging effort to design 
and manufacture the interfaces (so-called 
bridges) between those chiplets, which are 
the focus of this brief article.

An important consortium concerned 
with bridge technology is the Universal 
Chiplet Interconnect Express® (UCIe®). 
According to the consortium’s website, the 
organization addresses customer requests 
for a more customizable, package-level 
integration—combining best-in-class 
die-to-die interconnect and protocol 
connect ions f rom an interoperable, 
multi-vendor ecosystem. This new open 
industry standard establishes a universal 
interconnect at the package level. The 
UCIe® board of directors and leadership 
(promoters) include founding members 
ASE, AMD, Arm, Google Cloud, Intel 
Corporation, Meta, Microsoft Corporation, 
Qualcomm Incor porated , Samsung 
Electronics, and TSMC, along with newly-
elected members, Alibaba and NVIDIA.

In [7], Intel published the UCIe® 1.0 
specification, which provides a complete 
standardized die-to-die interconnect with 
physical layer, protocol stack, software 
model, and compliance testing. Figure 1 
shows examples of standard packaging 
and advanced packaging with chiplet 
design and heterogeneous integration. It 
can be seen that there are three different 
kinds of bridges for advanced packaging: 
1) bridge embedded in organic package 

substrate; 2) bridge embedded in Si-
interposer; and 3) bridge embedded in fan-
out epoxy molding compound (EMC) with 
redistribution layers (RDLs). The focus 
of this article is on bridges embedded in 
fan-out EMC with RDLs.  There are three 
different kinds of fan-out processes [8]: 1) 
chip-first with chip face-up; 2) chip-first 
with chip face-down; and 3) chip-last.

In addition to the three bridge designs 
noted above, a new kind of bridge with 
hybrid bonding has been proposed. There 
are two options in this proposal: 1) a 
hybrid bonding bridge with C4 bumps 
on the package substrate, and 2) a hybrid 
bonding bridge with C4 bumps on the 
chiplet wafer. The various examples 
noted in the above section are described 
in more detail below.

Applied Materials’ bridge embedded 
in EMC with RDLs. Applied Materials 
filed its patent application on December 
8, 2017 (Figure 2). It can be seen that 
the bridge is embedded using a fan-out 
chip (bridge) first with chip face-up [9] 

packaging method. The company obtained 
the patent (US 10,651,126) on May 12, 
2020. This is the very first patent of bridge 
embedded in fan-out EMC with RDLs.

Unimicron’s bridge embedded in 
EMC with RDLs.  Unimicron f i led 
its patent application on May 7, 2021 
(Figure 3). This bridge is embedded 
using the fan-out chip (bridge) first with 
chip face-down [10] packaging method. 
The company obtained the patent (US 
11.410,933) on August 9, 2022. This is the 
first bridge patent embedded in fan-out 
EMC with RDLs the chip-first with the 
chip face-down process.

IME’s bridge embedded in EMC with 
RDLs. IME filed its patent application on 
March 17, 2017 (Figure 4). It can be seen 
that this bridge is embedded by using the 
fan-out chip (bridge) last [11] packaging 
method. The company obtained the patent 
(US 11,018,080) on May 25, 2021. This 
is the very first patent using a bridge 
embedded in fan-out EMC with RDLs 
with chip-last or RDL-first process.

T

Figure 1: UCIe®  bridges. SOURCE: IEEE
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Papers published regarding bridge 
embedded in EMC with RDLs. Since 
the developments noted above, there 
have been many papers published by 
companies such as TSMC (local silicon 
interconnect) [12], ASE (Si bridge fan-
out chip-on-subst rate) [13], Amkor 
(S-Connect fan-out interposer) [14], SPIL 
(fan-out embedded bridge) [15], and IME 
(embedded f ine interconnect) [16] in 
bridge embedded in EMC with RDLs. 

Chiplet design and heterogeneous 
integration packaging

The following sections discuss various 
aspects of a hybr id bonding br idge 
for chiplet design and heterogeneous 
integration packaging.

Hybrid bonding bridge. Unimicron 
proposed the use of Cu-Cu hybr id 
bonding for the bridge between chiplets 
in chiplet design and heterogeneous 
integration packaging, (Figure 5). The 
advantages of this structure are: 1) higher 
density, 2) better performance, and 3) 
ordinary package substrate. There are at 
least two options: one is with C4 bumps 
on the package substrate, and the other is 
with C4 bumps on the chiplet wafer.

Hybrid bonding bridge with C4 
bumps on the package substrate. 
Figure 6 shows the process f low of a 
hybrid bonding bridge with C4 bumps 
on the package substrate. For the bridge 
wafer, the processing star ts off with 
chemical vapor deposition (CVD) to 
make a dielectric material such as SiO2 
and then it is planarized by an optimized 
chemical mechanical polishing (CMP) 
process to make the Cu dishing. Then, 
the bridge wafer is diced into individual 
chips (still on the blue tape of the wafer) 
after application of a protective coating 
layer on the wafer surfaces to prevent 
any par ticles and contaminants that 
may cause interface voids during the 
subsequent bonding process.  These steps 
are followed by activating the bonding 
surface by using plasma and hydration 
processes for better hydrophilicity and a 
higher density of a hydroxyl group on the 
bonding surface.

To process the chiplet wafer, repeat the 
CVD process for the SiO2, CMP for the 
Cu dishing, and plasma and hydration 
of the activation of the bonding surface. 
Then, pick and place the individual bridge 
chip on the chiplet wafer and perform 
the SiO2- to -SiO 2 bond i ng a t  room 
temperature. These steps are followed by 

Figure 3: Unimicron’s bridge embedded in fan-out EMC with RDLs: chip (bridge) first with chip face-down 
process. SOURCE: Unimicron, US patent 11,410,933 (August 9, 2022)

Figure 4: IME’s bridge embedded in fan-out EMC with RDLs: chip (bridge) last or RDL-first process. SOURCE: 
IME, US patent 11,018,080 (May 25, 2021)

Figure 2: Applied Materials’ bridge embedded in fan-out EMC with RDLs: chip (bridge) first with chip face-up 
process. SOURCE: Applied Materials, US patent 10,651,126 (May 12, 2020)
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Figure 6: Hybrid bonding bridge with C4 bumps on the package substrate. SOURCE: Unimicron

annealing to achieve covalent bonding 
between oxide layers and metal l ic 
bonding between Cu-Cu contacts and the 
diffusion of Cu atoms.

For the package substrate, the process 
is to stencil print the solder paste on the 
substrate and then reflow into C4 solder 
bumps. For the final assembly, the bridge 
+ chiplets module is picked and placed on 
the package substrate, then  the C4 bumps 
are reflowed.

Hybrid bonding bridge with C4 
bumps on the chiplet wafer. Figure 
7 shows the process f low of the hybrid 
bonding br idge with C4 bumps on 
the chiplet wafer. It can be seen that, 
compared with the C4 bumps for the 
package substrate case, the process steps 
for the bridge wafer and the chiplet wafer 
are the same up to the bridge-to-chiplet 
wafer bonding step. After that, the C4 
bumps are fabricated by wafer bumping 
on the chiplet wafer. Then, the chiplet 
wafer is diced into individual modules 
(bridge + chiplets with C4 bumps). The 
final assembly is accomplished by picking 
and placing the individual module on the 
package substrate and reflowing the C4 
solder bumps.

Summary
S o m e  i m p o r t a n t  r e s u l t s  a n d 

recommendations are as follows:

• The key advantages of chiplet design 
and hete rogeneous integ rat ion 
packaging are cost, cost, and cost.

• The key disadvantages of chiplet 
design and heterogeneous integration 
packaging are to increase package 
size and package complexity, which 
leads to higher cost.

• In general, the semiconductor cost 
is a few times the packaging cost, 
therefore, the  savings that can be 
achieved with chiplet design and 
heterogeneous integration packaging 
are worth pursuing. 

• The patents for bridges embedded in 
fan-out EMC with RDLs with chip 
(bridge) first and chip face-up, chip 
(bridge) first and chip face-down, 
and chip-last or RDL-first, have been 
provided.

• A new bridge with hybrid bonding 
has been proposed. Its advantages 
a r e :  h i g h e r  d e n s i t y ,  b e t t e r 
performance, less process steps, and 
lower cost.

Figure 7: Hybrid bonding bridge with C4 bumps on the chiplet wafer. SOURCE: Unimicron

Figure 5: Hybrid bonding bridge. SOURCE: Unimicron
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Electrical design challenges of multi-layered fan-out 
RDL MCM packaging
By Teny Shih, Sam Lin, Andrew Kang, Yu-Po Wang  [Siliconware Precision Industries Co., Ltd.]

i s t o r i c a l l y ,  M o o r e ’ s 
Law has meant that the 
semiconductor industry was 

able to maintain a cadence of next-node 
transistor development for processors 
roughly every two years. However, in 
going from the 5nm node down to the 
2nm node, it has become more and 
more difficult to overcome the technical 
challenges to maintain that cadence. To 
maintain the momentum of improvement 
in processor performance, small chip-
stacking technology has become one of 
the solutions. At a 2021 presentation by 
ASML, it was pointed out that further 
transistor development will encounter 
bottlenecks sooner or later in terms of 
the performance and area of the chip—to 
overcome these challenges  will require a 
stacked architecture.

In the past , it was a challenge to 
produce processors with a st acked 
architecture. In addition to precisely 
controlling the process of each chip, it 
was also necessary to use interconnect 
technology to connect the chips. Now 
these problems can be solved through 
advanced manufacturing processes and 
packaging technology. Two individual 
chips with different functional blocks can 

be connected and integrated into a single 
package. This scheme not only reduces 
the bottleneck of data transmission, but 
also improves the operating efficiency, so 
that the performance of the processor is 
greatly improved.

With the advent of the era of big 
data, artif icial intelligence (AI), and 
the Internet of Things ( IoT), h igh-
end process ch ips requi re featu res 
such as high-performance, low-power 
consumption, and multi-functionalities. 
With the increase of functions, the chip 
area is also getting larger and larger. 
To reduce the ch ip cost ,  advanced 
packaging technology is indispensable. 
The diff iculty is that in the process 
of int roducing advanced packaging 
technology, it is likely that the cost will 
be increased due to unstable yield rate. 
The larger the chip size, the lower the 
relative yield (Figure 1). 

Background
To challenge the limit of Moore’s 

L a w,  a n d  t o  c o n t i n u e  t o  e v o l v e 
p r o c e s s o r  p e r fo r m a n c e ,   c h i p l e t 
s t a c k i n g  t e c h n o l o g y  h a s  b e e n 
i nt roduced as  one way to  add ress 
the problem.  Engineers a re using 

t he  s t ack i ng method to  t r ansfor m 
the t radit ional planar development 
processor st ructure into one that is 
three-dimensional. By integrating and 
stacking smaller chips with functions 
such as storage, graphics, and power 
management, these chips can then be 
connected by technology to improve 
performance and reach the goal either 
maintaining or enlarging the chip area.

Recently, the world’s major chip 
manufacturers have been cooperating 
to define industry standards for chiplet 
technology. Companies participating in 
the plan include ASE, SPIL, AMD, Arm, 
Intel, Qualcomm, Samsung Electronics 
and TSMC. The new industrial standard 
has been named Universal  Chiplet 
Interconnect Express (UCIe®), which 
will be a standard that could bring a 
transformation to the chiplet ecosystem. 
A chiplet is an increasingly common 
technology in modern semiconductor 
ch ips.  The concept cal ls  for many 
components originally included in a chip 
to be divided into small units one by 
one to form a system chip—with their 
functions strengthened using redesign 
and new manufacturing techniques, as 
well as through advanced packaging 

H

Figure 1: Smaller chip size can effectively improve yield.
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techniques. As shown in Figure 2 , 
chiplets have been applied in many 
f ields, including high-performance 
computer processing units (CPUs), 
graphics processing units (GPU), field-
programmable gate arrays (FPGAs), and 
networking chips.

The use of chiplets breaks through 
the four design limits of system-on-chip 
(SoC) packaging: 1) it breaks through the 
scale limit of the mask area; 2) it breaks 
through the functional limit through 
the use of heterogeneous integration, 
so that it is no longer constrained by a 
single wafer node within a single chip; 
and 3) it improves the chip resilience 
through scalable computing power and 
performance; and 4) it greatly shortens 
the chip design and development cycle 
through agile development.

In addition to the above points, by 
using ch ip integ rat ion technology, 
ch iplets can achieve bet ter system 
integration, increased functional density, 
at a reduced cost. Coupled with the 
innovative technology of transmission 
c i rcu it s  and dev ices ,  t he  va lue of 
elect ron ic products can be f u r ther 
improved, and the cycle time of product 
development can be more eff icient. 
At present, the application of chiplet 
technology has been adopted broadly, 
including in next-generation mobile 
communicat ions, high-performance 
c o m p u t i n g ,  a u t o n o m o u s  v e h i c l e 
technology, and the IoT.

Fan-out multi-chip module (FO-MCM) 
packaging technology

In general, fan-out multi-chip module 
( FO -MCM) packag i ng t ech nolog y 

has two different process f lows: chip 
f i r s t  and ch ip la s t .  Rega rd ing the 
chip-first structure, the process f low 
applies silicon dies on a glass carrier 
with release tape and adds molding 
compound to build up redistribution 
layers (RDLs) directly on the silicon 
wafer. Next, C4 bumps are plated on the 
RDL module. In the next step, chemical 
mechanical polishing (CMP) is used to 
expose the back side and to reduce the 
molding thickness to achieve a specific 
target thickness, as necessary.

Another technology is the chip-last 
structure in which RDL layers are grown 
on a flat glass carrier. It should be noted 
that this process is independent from the 
micro-bumping process of the top dies. 
Dies with Cu pillar bumps are attached 
on a micro-pad of RDL and under-fill 
is added into the micro-bump space to 
protect the interconnect area; the RDL 
module is then covered by molding 
compound. Finally, C4 bumping is plated 
on the opposite side of the micro-bump 
joining interface. In comparison to the 
chip-first process, the chip-last approach 
has the advantage of controlling the 
organic interposer quality af ter the 
separated RDL process. There is no loss 
of known-good RDLs because the RDL 
yield and quality can be inspected before 
the die bonding process, so it can avoid 
the die loss risk. This is a particular 
benef it when using costly advanced 
wafer node die. With respect to yield 
performance, the chip-last process has a 
lower risk of having a failure caused by 
a non-coplanarity issue than the chip-
first process due to the tolerance buildup 
when the surfaces of multiple dies are 

subjected to simultaneous grinding. In 
short, the assembly factory is capable 
of handling processes associated with 
RDL technology and can provide a turn-
key solution for a design house. We 
conducted a study with respect to fan-
out homogeneous silicon die integration 
and heterogeneous integration with high-
bandwidth memory. Figure 3 shows 
SPIL’s FO-MCM solution. It should  be 
noted that we have exper ience with 
6-layer RDL, which can be used for die 
interconnect routing, where the micro 
bump pitch is 40µm. Multi-application-
specif ic integrated circuits (ASICs) 
can support SoC+SoC, 1SoC+4HBM, 
1ASIC+12 IO dies, 2SoC+8HBM, etc.

FO-MCM packaging technologies 
enable heterogeneous integration scaling 
with increased interconnect density 
along with increased bandwidth. FO-
MCM also enables  more ef fec t ive 
die par titioning (e.g., heterogeneous 
integrat ion) that ,  in t u r n, shor tens 
the time to market. Several advanced 
packaging tech nolog ies have been 
developed to accelerate machine learning 
( M L),  A I ,  a nd  h ig h - p e r fo r m a nc e 
computing (HPC) applications.

All in all, the traditional monolithic 
die design that integrates multi-core 
processors into one SoC die architecture 
is facing a lot of challenges, such as 
increasing wafer costs, l imited die 
size, and high power consumption. 
Consequently, the multi-chip module 
(MCM) st ructure is the alternat ive 
solu t ion  t o  r e duce  t he  pa ck ag i ng 
cost and provide the more f lexible 
chiplet combination by die par tition 
methodology. Therefore, the fan-out 

Figure 2: The use of chiplet  technology is increasingly common in modern semiconductor chips. It divides many components originally included in a chip into small units 
one by one, and enhances their functionality. Furthermore, by using advanced packaging techniques, a system chip can be formed.
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redistribution layer (FORDL) became 
an essential routing technology between 
the die-to-die interconnection area. 
Additionally, because of high demand 
for processors to process and analyze big 
data at high speed and in large volume, 
the size of RDLs has evolved to finer 
lines/spaces. This evolution allows one 
to route more metal traces and layers to 
satisfy the design requirement.

The HBM interface is used to connect 
CPU/GPU/application-specific integrated 
ci rcu it s  (ASICs) to la rge dy namic 
random access memories (DRAMs), 
e specia l ly  for  lead i ng- edge h ig h-
performance computing, graphics, and 
networking applications that demand 

massive bandwidth and high power 
ef f iciency. The HBM standard has 
eight channels. Each channel is 128 
interconnect pins, with a per pin data 
rate of 2Gbps. Higher data rates per pin 
(3.2Gbps) are supported in the recent 
updates to the HBM2E standard, hence, 
the eight channels could provide an 
aggregate bandwidth up to 409.6GBps. 
In the future, the speed of HBM3 will be 
increased to more than 6.4Gbps.

In this paper, the electrical design 
challenges using the polymer-based 
fan-out wafer-level package (FOWLP) 
R DL (see Figure 3)  to  implement 
these inter faces a re d iscussed and 
p r e s e n t e d .  I n c r e a s i n g  S o C - H BM 

interconnect ion length comes f rom 
the growing HBM package sizes. The 
package widths of HBM2 and HBM2E 
are 7.8mm and 10mm, respectively. 
Meanwhile, the package width of HBM3 
has been increased to 11mm and the 
interconnection length between the 
HBM and SoC PHY (physical layer) is 
~6mm (Figure 4). In order to understand 
which is the most suitable topology for 
routing HBM interfaces, a t ransient 
t ime domain simulation and the eye 
diagrams obtained from this simulation 
were used to  qua l i f y  t he  physica l 
structure. To qualify the suitability of 
the different conf igurations and the 
HBM specifications that were used, it 

Figure 3: The FO-MCM solution.

Figure 4: The current status of FO-MCM packaging development.
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requires an eye mask with a width of 
0.7UI (i.e., UI=unit interval, a unit of the 
eye diagram) and a height of 0.3VDDQ ~ 
0.7VDDQ (VDDQ = the supply voltage 
to the output buffers of a memory chip). 
The length of the simulated bus in this 
paper study is around 4mm.

FO-MCM uses an organic interposer. 
T he  key component s  i n  FO -MCM 
include the RDL and through-silicon 
via (TSV)-less vertical interconnects. 
The organic interposer, including a 
good eye diagram and low inser tion 
loss performance of multiple RDLs with 
a coplanar GSGSG isolation scheme, 
was demonstrated. RDL lines with a 
minimum linewidth/spacing of 2/2μm 
exhibit excellent robustness, ensuring 
the long f u nct ional  l ives  of  h igh-
performance computing products.

Two possible stack-up configurations 
we re  con s ide re d  ( F i g u re  4 ) .  T he 
topology (A) (S type) is a common form 
of wiring of the HBM interface. The 
signal trace width is 2µm and the gap 
between the adjacent t races is 2µm. 
Therefore, to satisfy the requirement 
for 1,700 interconnections one needs 
a 4-layer RDL, i.e., three of the layers 
are for signals and ground and one of 
the layers is for power. For the topology 
(B) (GSG type), the maximum winding 
density of one layer is only 750pcs. The 
full stack-up will require five layers: two 
layers for signals, two layers for ground, 
and one layer for power.

The eye diagrams of the topology (S 
Type) are shown in Figure 4. It can be 
seen that 1,700 signal lines of the HBM 
are distributed in 6mm of space. The 
S-type signal line is routed on layers 
1 and 3, and the middle layer is the 
reference ground layer. When the trace 
width for the 2µm/spacing case is 2µm, 
in the HBM2/HBM3 analysis, it can be 
seen that the crosstalk between signals 
is large, and the isolation needs to be 
further optimized. When the trace width 
for the 2µm/spacing case is 4µm, it can 
meet the eye diagram requirements of 
HBM2/HBM3. When using the FO-
MCM s t r uc t u re  t o  i mplement  t he 
packaging process, it is recommended 
that a 5-layer structure, 2-layer signal 
line/2-layer reference ground/1-layer 
power supply design be used.  Compared 
with the S-type trace, the GSG-type 
trace can improve the signal quality, 
so the linewidth of 2µm and the line 
spacing of 2µm can meet the electrical 

requirements of HBM2/HBM3. Relative 
routing, however, requires a larger area. 
Signal traces must use up to 3 layers. At 
the same time, by maintaining the signal 
dislocation of the upper and lower layers, 
the signal could have good reference 
ground layers. Compared with the S-type 
trace design, it is much more difficult.

Comparison of chip-first and chip-last 
structures

Fan-out packaging can be classified 
into two types: chip first and chip last. 
In the chip-first process, the chips are 
first embedded in a permanent material 
structure, followed by the RDL forming 

Figure 5: SI/PI ratio comparison between chip-first and chip-last structures. 
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processes. In the chip-last process – 
also known as RDL first – the chips 
are not integrated into the packaging 
processes until the RDL on the carrier 
wafer has been preformed. The chip-
last process has less known-good die 
(KGD) yield concerns compared with 
the chip-f irst process. In cycle time 
comparison, the chip-last process also 
has the advantage of a shorter process 
time, although the electric capacity is 
almost the same (see Figure 5).

Power noise
For next-generation HBM, the power 

noise margin is a critical parameter to 
assess the system performance—and the 
power noise margin is decreased from 
previous generations because of the higher 
data rate and the lower operating voltage. 
The power supply voltage f luctuation 
degrades the signal output waveform 
performance. The output voltage at parallel 
simultaneous switching output (SSO) 

channels are affected by the impedance of 
the power distribution network (PDN) and 
the SSO pattern. In the FO-MCM package, 
traditionally adding capacitors at positions 
1 and 2 can reduce power noise by about 
15%. In the high-end integrated HBM2E 
package, a 2.5D package is usually 
used with an embedded deep trench 
capacitor (DTC). The DTC embedded 
in the interposer can be very close to the 
chip side and therefore, will have greatly 
improved electrical noise. Nevertheless, 
adding the capacitor configuration in 
position 3 can be comparable to the effect 
of a DTC, and can reduce the power 
supply noise by about 15%. Positions 1, 2, 
and 3 are connected to a traditional MLCC 
capacitor, or silicon capacitors, to reduce 
power noise by 30% (see Figure 6).

Summary
FO - MC M  t e ch n olog y  h a s  b e e n 

demonstrated to have the maturity for 
homogeneous silicon chip integration 

s i nce  2020  a nd  ha s  been  i n  ma ss 
production for switch applications at 
SPIL. Additional requirements have 
been imposed on assembly houses that 
need to come up with turn-key solutions 
for FO-MCM devices to be  integrated 
with  heterogeneous ch ips such as 
IPD or HBM.  In addition, this paper 
summarized the reliability test results 
whereby all reliability conditions passed 
the MSL4, TCT700, u-HAST96, and 
HTSL1000 test conditions. The integrated 
de-cap capacitors suppress the power 
domain noise and enhance the HBM3 
signal integrity at a high data rate. FO-
MCM is one type of chiplet package 
platform that is designed for lower cost 
and a high data rate transmission package 
and meets the need for a high I/O count 
and a large number of Cu wires densely 
packed within a constrained package size.
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Wafer-scale integration for graphene-based 
optoelectronics, sensors, and imaging devices
By Souvik Ghosh [imec vzw], Amaia Zurutuza  [Graphenea], Alice Guerrero  [Brewer Science]

he dawn of the 21st century 
kick-started an era of two-
dimensional (2D) materials, 

with graphene in the forefront. Graphene 
is the most well-known 2D material 
and is often being referred to as the 
“wonder mater ial.” The exceptional 
properties of graphene, such as very high 
carrier mobilities and ballistic transport, 
promise a host of applications that range 
from sensors, optical modulators, and 
detectors to rapid-scan imagers, thermal 
management, and even room-temperature 
graphene-based spintronic devices. An 
interesting property of graphene is its 
linear energy-momentum dispersion that 
enables light absorption from the ultraviolet 
to the terahertz regime. This extreme 
broadband capability is a unique material 
property and makes it very interesting for 
on-chip optical communication because 
information can be multiplexed over a 
wider range of wavelengths and enable 
ultrafast communication.

The most high-end graphene-based 
applications (i.e., optical I/O devices), though 
in active development at laboratory scale, 
will need at least another decade to come 
to the market simply due to limitations of 
scalability, yield, and performance metrics 
[1]. In the near term, single-layer-graphene 
(SLG) is already seeing an increase in 
market opportunities mainly in the field 
of (low-cost) sensors. These applications 
will be enabled by the development of new 
graphene growth and transfer techniques. 
This article summarizes the near and 
long-term outlook using the practical 
benefits of graphene in view of its time-to-
market. Further, the specific technological 
support structure needed to consider the 
material as a viable option to be compatible 
with existing semiconductor fabrication 
infrastructure will also be outlined.

Graphene synthesis
Graphene synthesis was first achieved via 

mechanical exfoliation from highly-oriented 
pyrolytic graphite (HOPG) [2] and can also 

be obtained via electrochemical spalling 
of graphitic membranes in solution. Both 
techniques facilitate easy and selective access 
to surface and edges of the nanosheets, 
thereby promot ing nanodecorat ion 
and targeted functionalization of these 
nanosheets. Despite being a robust technique 
to manufacture graphene sheets, mechanical 
and electrochemical exfoliations remain 
a challenging approach to enable fab 
integration. The inherently small size of 
graphene flakes and the lack of control over 
the number of layers during graphene flake 
synthesis make it very difficult to position 
these flakes accurately on a target wafer.

The most promising graphene growth 
route is via chemical vapor deposition (CVD). 
In fact, soon after Geim and Novoselov’s 
mechanical exfoliation method, CVD quickly 
caught up to enable large-scale controlled 
SLG synthesis. There are numerous catalyst 
substrates available that enable high-quality 
graphene growth. These substrates include 
transition metal foils such as Cu, Ni, Fe, Pt, 
and even alloys. Cu or alloys like CuNi are 
interesting due to their favorable catalytic 
properties, low C solubility and relatively 
low cost. The governing graphene growth 
mechanism relies on dissolution of the C 
species and subsequent saturation of the 
surface. Cu remains an interesting catalyst 

surface because of its low C solubility, 
facilitating monolayer, and even bilayer 
graphene growth control. 

Additionally, research is ongoing to 
enable graphene growth on rigid template 
wafers. If Cu is sputtered directly on Si/
SiO2 wafers followed by graphene growth, 
the resultant SLG quality is relatively 
poor due to the polycrystalline nature 
and small grain structure of the Cu layer  
(see Figure 1). Metal epitaxy on template 
wafers such as sapphire can provide a 
single catalyst orientation and ideally a 
single-crystalline SLG is grown. In this 
respect, epitaxial graphene growth has 
been demonstrated on epitaxial Cu(111)/
sapphire(0001) wafers, but also other wafer 
types like Ge(110) can be used for epitaxial 
graphene growth. The latter one is not 
straightforward because the process window 
to grow high-quality graphene is rather small 
but avoids transition metal contamination 
issues dur ing graphene integrat ion. 
Graphene growth on a thin epitaxial Ge layer 
is also very complicated because of diffusion 
of Si into the Ge layer, which increases the 
roughness of the Ge layer. Nevertheless, 
because SLG growth on epitaxial surfaces 
can follow a preferred orientation, this 
growth route is expected to give the highest 
graphene quality due to the absence of grain 

T

Figure 1: Atomic force microscopy inspection after graphene growth on a Cu foil, a Si/SiO2/Cu wafer and 
a sapphire/Cu wafer. Clear topography variations are present after graphene growth on a Cu foil, but the 
observed grain size is much larger compared to a graphene growth on a Si/SiO2/Cu wafer (the scan size of both 
AFM images is 10μm). A strongly reduced surface roughness can be obtained when graphene is grown on an 
epitaxial template wafer (e.g., Cu(111)/sapphire(0001)).

http://www.chipscalereview.com


4242 Chip Scale Review   March  •  April  •  2023   [ChipScaleReview.com]

boundaries and its low surface roughness. 
A thermal decomposition route can also 
produce high-quality graphene on SiC, 
but is often considered to be less scalable 
compared to CVD, due to the need of large – 
and as a result – expensive SiC wafers.

Nowadays, CVD synthesis of SLG is 
mostly done on Cu foils at a manufacturing 
scale. However, SLG grown on Cu foils 
typically has high topography variations 
over a macroscopic scale because of the 
flexible nature of the foils and the high 
graphene growth temperature (typically 
well above 800°C). This foil roughness can 
likely be further improved by incorporating 
electropolishing and annealing before 
the actual graphene growth process. 
However, because of the polycrystalline 
nature of the foils themselves it will be 
difficult to completely avoid graphene grain 
boundaries. Nevertheless, high graphene 
mobilities have been reported for CVD 
graphene grown on Cu foil, which could 
make this technique ideally suited for 
several graphene-based sensor applications. 
To enable high-end graphene applications, a 
controlled and oriented growth on epitaxial 
catalyst template wafers is likely needed.  
However, this growth approach complicates 
transfer because a lateral wet-chemical 
etch-based transfer is more difficult to 
implement and recycling of the growth 
wafer is preferred from a cost perspective.

Layer transfer technologies 
applicable to 2D materials

Because the most mature graphene 
growth technique is CVD on a transition 
metal template, most graphene applications 
require the development of a layer transfer 
technology. Such a technology, especially 
for front-end-of-line (FEOL) applications, 
is the “new kid on the block.” It is untested 
and historically unqualified to compete 
with mainstream fab integration processes 
such as selected-area growth, targeted 
etch, etc. While bonding and debonding 
are prevalent in back-end-of-line (BEOL) 
packaging techniques, proposing their 
usage for FEOL applications to transfer 
2D layers invites skepticism. Industrial 

adoption and hesitation aside, existing 
layer transfer technology has already 
been demonstrated to enable new device 
possibilities. Furthermore, a layer transfer 
can potentially bring an epitaxial 2D layer 
on an amorphous dielectric surface that 
is otherwise impossible to achieve via  
direct growth.

The transfer of graphene from a growth 
substrate to a target device wafer typically 
requires an intermediate carrier to support 
fragile 2D materials. As often reported in 
literature, R&D-scale transfer approaches 
use poly-(methyl methacrylate) (PMMA) as 
a support layer. This is generally perceived 
as the golden standard aiding in transfer 
of 2D f lakes and even CVD materials. 
Here, PMMA is dissolved in a solvent (e.g., 
anisole), spin-coated on the 2D material, 
and possibly adhered to a thermal release 
tape (TRT). Next, graphene is released from 
its growth substrate via Cu etching or even 
intercalation-based (i.e., electrochemical) 
release methods. The released graphene 
layer is then laminated or bonded to a target 
wafer. Finally, the adhesive is stripped 
to expose the 2D material. While a TRT-
based transfer method is viable for proof-
of-concept device demonstration, it remains 
challenging to implement this process in a 
production environment. Further, manual 
bonding and debonding steps introduce 
user-level variance that manifest in the form 
of wrinkles, surface-potential variation, 
and macroscopic cracks. A viable and 
scaled industrial approach to demonstrate 
transfer of graphene on 200mm, or even 
300mm target wafers, likely requires the 
use of a rigid substrate as a temporary 
carrier instead of TRT. A rigid carrier 
will prevent nonuniform and excessive 
expansion typically observed for TRT-based 
transfers. Furthermore, a rigid temporary 
carrier is compatible with existing 200mm 
and 300mm (de)bonding and cleaning 
equipment, making it the prefer red 
temporary carrier to transfer 2D materials.

In terms of temporary bonding materials 
(TBMs), PMMA has been the material of 
choice. In most cases, especially for small-
scale demonstration of lab devices, this 

polymer has been applied in a successful 
and reproducible manner. It is imperative 
that alternate TBMs be identified to enable 
quality-controlled 2D transfer that meets 
industrial-scale requirements because 
uniform bonding of a temporary carrier 
system with a PMMA layer will be very 
diff icult to achieve in a reproducible 
manner. Furthermore, such TBMs will need 
to be specifically selected to be compatible 
with a release process (e.g., laser debond 
approach). To enable this laser release 
mechanism, the TBM can be complemented 
with a second layer that specifically is 
compliant with the release mechanism (e.g., 
laser-absorbent materials). Finally, the last 
key element governing the selection of an 
appropriate TBM is its adhesion with the 
graphene layer and that with the carrier 
system. The adhesion between the TBM and 
the 2D of interest needs to be high enough 
such that during mechanical, chemical, or 
electrochemically assisted debonding, the 
2D is spalled or discharged from the growth 
substrate while keeping the TBM-2D 
interface intact.

A manufacturable graphene 
transfer route from Cu foil

The highest quality graphene is grown 
on epitaxial template wafers, but debonding 
large-scale graphene from these wafers 
has not yet been demonstrated in a fab 
environment. Because graphene quality 
is sufficient for several applications when 
it is grown on a Cu foil, and the graphene 
release can be easily achieved via etching 
processes, it is likely that this foil approach 
combined with an etch-based release step 
is the preferred choice for introducing 
graphene in the BEOL. To achieve a reliable 
transfer, the use of a rigid temporary 
glass carrier is an option as it optimizes 
the bonding step to the target wafer and 
facilitates the etching and cleaning steps. 
Figure 2 shows the different steps of 
a glass carrier-based graphene transfer 
when graphene is grown via CVD on a Cu 
foil. The different steps during a 200mm 
graphene transfer process are visualized 
in Figure 3. First, a laser release and 

Figure 2: Schematic of a manufacturable graphene transfer process using a rigid glass carrier and a laser release approach.
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TBM layer are coated on the glass carrier  
(Figure 3a). Next, an edge bead removal 
step is implemented to avoid excessive 
TBM at the bevel of the glass carrier. After 
the temporary bonding step of the glass 
carrier on top of a Cu foil, C residues at the 
foil backside are removed and the Cu foil is 
selectively etched. After etching the Cu foil, 
graphene is exposed on the glass carrier. 
As can be seen in the microscopy picture in 
Figure 3b, the roughness of the Cu foil gets 
imprinted in the TBM material. As a result, 
the TBM layer still has considerable TTV 
variation, and improving the foil roughness 

will be important to improve the graphene 
transfer result. Next, the glass carrier that 
contains the graphene layer is bonded on 
top of a target wafer and the temporary 
carrier is subsequently removed using 
a laser release process (Figure 3c). The 
whole transfer approach ends with a solvent 
clean that removes the bulk TBM from 
the 2D material (Figure 3d). Typically, 
polymer residues are still observed after 
the solvent strip process, but these residues 
on top of graphene can be further removed 
with an additional annealing step or even 
the implementation of a remote hydrogen 

plasma clean. A protection layer on top of 
graphene could also be envisioned to avoid 
direct graphene/TBM contact.

Summary
To achieve a reliable transfer process 

and to maintain the intrinsic properties 
of graphene, it is known that device 
performance can improve when SLG 
is transferred on smooth target wafers. 
To avoid high surface roughness when 
integrating graphene in the BEOL (e.g., on 
a readout integrated circuit [ROIC] wafer), 
a planarization step of the top dielectric will 
have to be implemented before graphene 
transfer. After transferring graphene on 
such a wafer, it will have to be capped with 
a dielectric followed by graphene patterning 
and contact fabrication. Following this 
approach, a BEOL operational graphene 
transistor can be achieved that can serve a 
multitude of applications [3].
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Emergence of India in semiconductors and 
packaging R&D, and manufacturing
By Rao R. Tummala  [Georgia Tech, USA]

ndia has been wanting to get into 
electronics manufacturing for 
more than two decades. It has not 
been successful—until now. But 

the Government, under Prime Minister 
Modi’s leadership, is committed to make 
it happen this time. For India to be a 
global player, however, it must achieve the 
following: 1) Deep technical knowledge 
in semiconductor, packaging and systems 
technologies; 2) A well-educated and 
large workforce to support R&D and 
manufact u r ing in semiconductors , 
packaging and system technologies; 3) 
Large investments in R&D, education and 
advanced manufacturing eco-systems; 
4) R&D and manufacturing technologies 
and products for domestic and foreign 
markets; 5) Infrast ructure for R&D 
and manufacturing including materials, 
chemicals, gases, power and water; and 
6) An industry-centric culture in R&D, 
manufacturing, products, applications, 
and services. The sections below discuss 
these requirements.

India’s strengths and weaknesses
India already claims to have the fastest 

G20 economy. It aims to be the third 
largest economy after the U.S. and China, 
within a decade. It also claims to be #2 
in internet usage and #3 in the number of 
start-ups. India is the largest country – with 
unparalleled human resources, markets, and 
unlimited growth potential – to grow its 
electronic industry in the coming decades 
(Figure 1). India has a well-educated 
workforce in basic sciences and engineering, 
unparalleled expertise, and resources in 
integrated circuit (IC) design and software. 
The current geopolitics give India a unique 
opportunity for global companies to 
seriously consider manufacturing in India, 
unlike in the past. In addition, these global 
companies are very much interested in 
investing in India—provided India has deep 
technology and manufacturing expertise and 
adequate manufacturing infrastructure.

I

GUEST EDITORIAL

Figure 1: India’s strengths and weaknesses in electronics. SOURCE: Prof. R. Tummala

Figure 2: Global models for R&D. SOURCE: Prof. R. Tummala
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I nd i a ,  howe ve r,  h a s  t wo  m ajo r 
weaknesses. It doesn’t have adequate 
infrastructure, expertise and resources 
in semiconductor, packaging and system 
technologies for R&D. Similarly, it doesn’t 
have adequate manufacturing infrastructure, 
expertise and resources.

  
Potential technical vision for India: 
integrated systems 

A technical vision for India can be 
semiconductors, packaging or systems, 
or combining  all to form integrated 
systems, i.e., integrating devices, system 
components and interconnecting them 
into integrated system packages. Such 
integrated system packages serve a 
variety of needs in emerging automotive 
applications including power electronics 
with compound semiconductors, computing 
and artificial intelligence (AI), 6G and 
beyond communications, and integrated 
sensors for Internet of Things (IoT), medical 
and other applications. This integrated 

systems vision has the best potential to 
move India from its current design-centric 
status at the device level, to a system-centric 
status, serving both growing domestic and 
global markets. This is particularly true 
as the global industry moves into post-
Moore’s Law devices and systems that are 
currently at 2nm in R&D and that provide 
<15% transistor performance improvement 
from node to node, in contrast to the 35% 
improvement during the peak of Moore’s 
Law achievements.

Global models for semiconductors, 
packaging and systems

Imec (Belgium) is well known for 
its industry consortium in advancing 
semiconductors. But integrated systems 
packaging is more than semiconductors 
(Figure 2). It includes devices and 
components such as power, interconnecting 
substrates, power regulation and delivery, 
and system assembly and test. In addition, 
it involves system design and architectures. 

The most well-known models in this area 
are: IME (Singapore), ITRI (Taiwan), IZM 
Fraunhofer (Berlin, Germany), and Georgia 
Tech in the U.S. While all the former 
organizations are national institutes well-
known to collaborate closely with industry 
– mostly in technology developments – they 
have minimal research and educational or 
skill development contents. Georgia Tech, 
however, does both, as an academic institute.

Semiconductors vs. systems
I n d i a  h a s  a  s t r a t e g i c  n e e d  fo r 

semiconductors and advanced components 
so it can develop and manufacture leading-
edge devices and components. It can also 
design and buy these to integrate into 
systems. It is hard to imagine that India can 
be a global leader in semiconductors, but it 
doesn’t have to be because semiconductors 
are not systems. India can be a global leader 
in integrated systems without being a global 
leader in semiconductors because of its 
strength in system design and software and 
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newly-developed system technologies—
as a result of the current initiative by 
the Government. Integrated systems are 
the highest value-add, even more than 
semiconductors. An example of an integrated 
system is shown in Figure 3.

Two-part R&D strategy for 
integrated systems packaging

Developing integrated systems packaging 
requires two R&D parts: 1) Designing, 
exploring and developing individual systems 
technologies that make up electronic 
systems; and 2) Designing and integrating 
those individual technology advances into 
integrated systems. Figure 4 illustrates 
these ideas. It shows 12 core individual 
strategic research technologies (SRT) 
similar to those published by SRC, to form 
a single integrated system. However, both 
of these can’t be performed optimally at a 
single Institution.

SRTs are best performed by a team of 
faculty, cutting across Indian Institutes 
of Technology (IIT) and the Indian 
Institute of Science (IISc) in partnership 
with global industry. They are called 
ICOEs: India-wide Centre’s of Excellence 
(COEs)—multiple IITs and the IISc 
working together on a common strategic 
technology. These IITs and IISc not only 

explore and develop new, next-generation 
individual strategic technologies, they 
also educate large numbers of students 
who are earning BTech, MTech and PhD 
degrees. In addition, they can produce 
intellectual property (IP). Global and 
domest ic companies are very much 
interested in working with IITs and the 
IISc, both for new technologies, as well as 
for well-educated students. The integrated 

system, however, requires an industry-like 
team-based R&D approach similar to the 
Georgia Tech model.

Two major barriers: R&D 
infrastructure and industry 
partnership 

Two major barriers that impede progress 
toward a digital India is a dear th of 
R&D infrastructure at Indian academic 
institutions, and their ability to attract a large 
number of companies that are willing to 
collaborate with them in India.

R&D infrastructure at academic 
institutions. Indian academic institutions 
are set up for design, but not for technologies. 
They have little to no infrastructure for R&D 
and for hands-on education. They are not 
performing global-level competitive R&D 
except in selective areas. This is the greatest 
barrier to the vision and goals of digital 
India. Correcting this problem will have the 
highest impact of any and all others in the 
years and decades to come.

At t r ac t i ng  a  l a r ge  nu mber  of 
companies is the key. India can be a global 
player, only if it can attract a large number 
of companies to come there. And a large 
number of companies will come to India 
only if the country has a deep knowledge in 
systems design and systems technologies.

The Government of India’s proposal 
through its Indian Semiconductor Mission to 
attract companies with $10B in incentives to 
manufacture in India is the beginning of the 

Figure 4: 12 Strategic technologies that make up an integrated system. SOURCE: Prof. R. Tummala

Figure 3: An example of an integrated package. SOURCE: Prof. R. Tummala
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electronics revolution. The $10B set aside, however, will attract only 
5-10 companies that will manufacture legacy device and packaging 
nodes from the past. So, how will India bring about and sustain the 
next-generation of manufacturing? One way to attract a large number 
of companies is by Indian Institutions performing large-scale, 
comprehensive and leading-edge R&D, consistent with the next-
generation of global industry needs. This is beginning to happen at 
many IITs and the IISc as shown in Figure 5 as a result of my many 
trips to organize and form interdisciplinary faculty teams across 
India in these 12 SRTs.

Status of integrated systems packaging in India
India has some of the best academic institutions in the world. 

It also has young, energetic, innovative and hardworking faculty. 
These faculty from the IITs and the IISc shown on the Indian 
map (Figure  5) have already performed world class R&D in 
selective systems technologies. These areas include: compound 
semiconductors, microelectromechanical systems (MEMS), 
sensor and microfluidic research, photonic integrated circuits, low-
temperature bonding of Cu to Cu, and 3D stacking with through-
silicon vias (TSVs), advances in etching of nonconductive materials, 
electroplating through-glass vias (TGVs) for 3D, metal-based 
encapsulation for MEMS and solid-liquid interdiffusion (SLID) 
bonding, packaging of a wide variety of MEMS devices, stacking 
of ultra-thin complementary metal-oxide semiconductor (CMOS) 
devices, transfer of GaN devices onto Cu substrates, packaging-
related educational programs, as well as an MTech program in 
semiconductors and packaging. These are all foundational world-
class R&D and educational programs upon which to build new 
industry-driven programs.

Summary
India is poised to be a global player in the short term, and 

perhaps a global leader in the long term in integrated systems 
from R&D to manufacturing—serving both domestic and 
foreign markets. It already has world-class design and software 
expertise and, when combined with the new manufacturing and 
R&D initiative, it is bound to be successful in the total stack 

of systems technologies, products and applications. The initial 
pains in setting up manufacturing and R&D infrastructure 
will lead to long-term gains. India, unlike most countries, is 
capable of massive R&D gains because of its large number of 
top-notch academic institutions that have already produced 
the very best global leaders that are heading up the largest 
corporations in the world. All of this will happen only if India 
can correct its manufacturing infrastructure in areas such as 
materials, chemicals, gases, water and power, as well as correct 
its deficiencies in R&D infrastructure.
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ECTC 2023: New venue, new agenda
By Florian Herrault  [PseudolithIC Inc., and 73rd ECTC Program Chair]

n  b e h a l f  of  t h e  P r og r a m  a n d  E xe c u t ive 
Committees, it is my pleasure to invite you 
to IEEE’s 73rd Elect ronic Components and 
Technology Conference (ECTC). We are very 

excited about the ECTC 2023 program, and welcome our 
colleagues from all over the world to join us. Sponsored by 
IEEE/EPS, the 73rd edition of ECTC will take place at the 
JW Marriott Grande Lakes Orlando, located in Orlando, 
Florida, U.S.A. from May 30 – June 2, 2023.

Considered the premier electronic packaging conference 
of the industry, ECTC is continuing its tradition of bringing 
the latest developments in IC packaging, components, and 
microelectronic system technologies. This annual international 
conference brings together key stakeholders of the global 
microelectronic packaging industry, such as semiconductors 
and electronics manufacturing companies, design houses and 
foundries, outsourced semiconductor assembly and test (OSAT) 
service providers, substrate makers, equipment manufacturers, 
material suppliers, research institutions, and universities—all 
under one roof.

Last year’s 72nd ECTC was held in-person for the first time 
in three years. The conference had 1,509 registered attendees 
from 24 countries around the world with 362 technical papers, 
presented in 36 oral and five interactive presentation sessions, 
including one dedicated to students. Additionally, there were 
nine special sessions on wide-ranging and important topics such 
as workforce development, diversity, and retention, and micro-
LED display technology challenges. A total of 105 companies 
showcased their latest products and services in the Technology 
Corner Exhibits. Last, but not least, the 72nd ECTC was 
supported by our amazing sponsors.

The 73rd ECTC Conference will continue with the same 
tradition of being the premium venue to showcase all the latest 
developments in the electronic components industry where 
packaging has become a way to achieve device and system 

O
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performance scaling. More than 200 
experts from broad-ranging technical 
areas have put together an exceptional 
program consisting of more than 350 
technical papers in 41 technical sessions, 
16 Professional Development Courses 
and several panels, special sessions, and 
networking opportunities to be presented 
in 36 oral sessions and 5 interactive 
p r e s e n t a t io n  s e s s io n s ,  i n c l u d i n g 
one interactive presentation session 
exclusively featuring papers by student 
authors. The oral sessions will feature 
selected papers on key topics such as 
wafer-level and fan-out packaging, 
2.5D, 3D and heterogeneous integration, 
i n t e r p o s e r s ,  c h i p l e t s ,  a d v a n c e d 
subst rates, assembly, mater ials and 
thermal modeling, reliability, packaging 
for harsh condit ions, packaging for 
quantum and artificial intelligence (AI) 
applications, interconnections, packaging 
for high-speed and high-bandwidth 
a p pl ic a t ion s ,  pho t on ic s ,  f l ex ib le 
and pr inted elect ronics. Interact ive 
presentation sessions will showcase 
papers in a format that encourages more 
in-depth discussion and interaction with 
authors about their work.

The conference will address various 
important topics and industry trends 
including: mobile, 6G, medical wearables 
and automotive applications including 
autonomous driving, flexible and printed 
electronics, high-speed communications, 
wireless, photonics, high-performance 
a nd  q u a n t u m c om pu t i ng ,  a nd  A I 
hardware. The technical presentations 
and panel discussions will feature a 
wide range of packaging technologies 
including: hybrid bonding, wafer-level 
and fan-out packaging, 2.5D, 3D and 
heterogeneous integration, interposers, 
chiplets, advanced substrates, assembly, 
m a t e r i a l s  a nd  t he r m a l  mo del i ng , 
r e l i a b i l i t y,  p a c k a g i n g  fo r  h a r s h 
condit ions, packaging for quantum 
and AI applications, interconnections, 
packaging for high-speed and high-
bandwidth applications, photonics, and 
f lexible and printed electronics. More 
than 350 authors f rom over twenty-
five countries have submitted to present 
their work at the 73rd ECTC, covering 
ongoing technology developments within 
established disciplines or emerging topics 
of interest for our industry. 

Join us as early as Tuesday morning, 
with three parallel tracks, Heterogeneous 
Integrat ion Roadmap (HIR), ECTC 
Professional Development Courses, and 
ECTC Special Sessions.

New this year, we will star t every 
morning at 8:00AM with a single 75min-
session featuring our Keynote speaker 
on Wed nesday,  ou r ECTC Plenar y 
Session on Thursday, and the IEEE EPS 
Panel Session on Friday. So check-in 
as early as Monday, and join us for this 
exciting conference.

On Tuesday mor ning, May 30 at 
8:30A M, Tanja Brau n ,  Frau n hofer 
I Z M ,  a n d  P r z e m y s l a w  G r o m a l a , 
Rober t Bosch GmbH, will chair the 
session on Advanced Packaging and 
Heterogeneous Integration Roadmap 
for Harsh Environment, followed by 
Thomas Gregorich, Infinera, and Chaoqi 
Zhang, Qualcomm, chairing a special 
session at 10:30AM on Copper Hybrid 
Bond Interconnections for Chip-to-Wafer 

Applications. On Tuesday afternoon 
at 1:30PM, Stéphane Bernabé, CEA 
Leti, and Hiren Thacker, Cisco, will 
host a special session on the topic of 
Photonic Integrated Circuit Packaging, 
followed by a special session on the 

E-Tec Interconnect  AG, Mr. Pablo Rodriguez,  Lengnau Switzerland
Phone : +41 32 654 15 50, E-mail: p.rodriguez@e-tec.com

Prof. Michael Manfra, Purdue University
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CHIPS Act, organized by Nancy Stoffel, 
GE Research, Bill Chen, ASE, and Jan 
Vardaman, TechSearch International. As 
in previous years, HIR will host a parallel 
track throughout the day. On Tuesday 
af ternoon, the Young Professionals 
reception will be organized by Yan Liu, 
Medtronic. On Tuesday evening, Takashi 
Hisada, ItBM, and Yasumitsu Or ii, 
Rapidus, will co-chair the IEEE EPS 
Seminar on High-Density Substrates.

On Wednesday, May 31 at 8:00AM, 
join us early to receive our Welcome 
message  f rom ou r  Gene ra l  Cha i r, 
Ibrahim Guven, followed by a captivating 
presentation and Q&A session by our 
Keynote speaker, Prof. Michael Manfra 
from Purdue University; the title of the 
Keynote is “Unlocking the Potential of 
Quantum Computers: Challenges and 
Opportunities in Electronic Devices, 
Interconnects, and Packaging.” 

At the end of the day, at 6:30PM, a 
special session, co-hosted by ECTC 

and ITherm, will discuss workforce 
development for semiconductors and 
packaging. The panel will be chaired 
by Kim Yess, Brewer Science, Nancy 
Stoffel, GE Research, and Christina 
Amon, University of Toronto. This 
r e ce p t ion /pa nel  eve n t  shou ld  no t  
be missed.

On Thursday, June 1 at 8:00AM, we 
will have the pleasure of starting the 
day with our ECTC Plenary Session, 
featuring an extensive panel of experts 
focused on next-generation millimeter-
wave packaging. The 75-min session 
will be chaired by Kevin Gu, Metawave 
Corp., and Ivan Ndip, Fraunhofer IZM/
Brandenburg Technical University. 
Kitty Pearsall and David McCann will 
chair the EPS President’s ECTC panel 
session on Friday morning at 8:00AM. 
The session will focus on how photonics 
can enable the bandwidth densities with 
lower energy per bit in emerging system-
in-package (SiP) devices.

This year, 16 PDCs organized by 
PDC Committee chairs, Kitty Pearsall 
and Jeffrey Suhling, will be offered on 
Tuesday, and more than 100 exhibitors will 
present in a newly-built exhibition area on 
Wednesday and Thursday at ECTC 2023.

W hether  you a re  an eng i neer,  a 
manager, a student, or a business and 
marketing professional or an executive, 
ECTC offers something unique for 
eve r yone  i n  t he  m ic roele c t ron ics 
packaging and components industry. As 
the Program Chair, I invite you to make 
your plans now to join us and be a part 
of the exciting technical and professional 
opportunities offered at this event. I 
would also like to take this opportunity to 
thank our sponsors, exhibitors, authors, 
speakers, PDC instructors, session chairs, 
and program committee members, as 
well as all the volunteers who help make 
the 73rd ECTC a success. I look forward 
to meeting all of you again in person on 
May 30, 2023 in Orlando, FL.
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he 33rd Semiconductor Wafer Test Conference 
(SWTest) will be held June 5–7, 2023, at the 
Omni La Costa Resor t in Carlsbad, CA. The 
SWTest Conference is an annual event exclusively 

focused on the complex challenges of wafer-level test and 
probe technologies. In the traditional relaxed spirit of the 
conference, at tendees will be able to have face-to-face 
discussions with peers, colleagues and suppliers at the 
Conference and the Expo.

The SWTest 2023 Conference and Expo Program will 
s t a r t  w ith the Monday mor n ing plena r y session and 
Visionary Keynote presentation by Dr. Luca Fasoli, Sr. Vice 
President, Silicon Technology & Manufacturing at Western 
Digital. His presentation entitled, “Testing in the 3D NAND 
Zettabyte Era: How to achieve quality and minimize cost,” 
will delve into the challenges 
to the test industry posed by 
the zettabyte era. The keynote 
w i l l  fo c u s  o n  t he  c r i t i c a l 
need for  close cooperat ion 
between NAND vendors and 
e q u ip m e n t  m a nu f a c t u r e r s 
t o  e n s u r e  q u a l i t y  w i t hou t 
affecting overall cost per bit. 
Dr.  Fasol i  wil l  a lso review 
h ow  We s t e r n  D i g i t a l  h a s 
b e e n  a p p r o a c h i n g  t h e  3D 
NAND technology evolution, 
i t s  t e s t i ng cha l lenges ,  and 
relative opportunities.

The SWTest 2023 technical program will include 35 
outstanding presentat ions organized into nine themed-
sessions and will be focused on the key challenges faced by 
probe technologists. After Monday’s Visionary Keynote, 
the sessions will focus on High Speed and RF, Materials 
Select ions, and Fine-Pitch Challenges. Af ter the f inal 
session, the SWTest Expo will feature more than 60 of the 
top international probe card, probe equipment and related 
suppliers in a relaxed social networking environment. On 
Tuesday morning, the SWT-Crew mentoring initiative, which 
is actively connecting mentees with experienced professionals 
and mentors to suppor t their career development, will 
provide their update. Afterwards, the Tuesday sessions will 
feature presentations covering the unique challenges fueling 
5GmmWave device testing, high-power applications, and 
unique mechanical performance issues.

SWTest supports the attendance of students through the 
William Mann Student Travel Grant Program that is partially 
subsidized by the annual fund-raising golf tournament.  
Af ter a full day of technical discussions and f r iendly 
networking during the last hours of the Expo, the SWTest 
Social will provide ample time to meet some new people 
and have a little fun. On Wednesday, the program will wrap 
up with several presentations on the advances in wafer test 
design and performance. Chip Scale Review, the SWTest 
Media Partner, will select from the awarding winning best 
presentations to be featured for publication as full articles in 
upcoming issues.

At SWTest, the Expo and the Technical Program do not 
compete, so the attendees are able to easily attend both 
events during the conference. Throughout the conference 
schedu le ,  a t t endees  have  a mple  t i me a nd nu merous 
opportunities for networking and discussions during the long 
breaks with poster sessions, daily meals, and nightly social 
and hospitality events.

As the General Chair of this premier event, I am pleased 
that our conference provides a wide variety of exciting 
technical, professional, and networking oppor tunit ies. 
Whether you are an end user, supplier, engineer, sales 
professional, or marketer, SWTest offers something unique 
for everyone in the wafer-level test indust ry. I would 
also like to take this opportunity to thank the sponsors, 
exhibitors, authors, speakers, session chairs, the committee 
and the SWTest Team members who help make SWTest a 
critical value to the industry and a great success.

Mark your calendars for the SWTest Asia 2023 Conference 
that is currently being planned for November 2–3, 2023, at 
the Sheraton Hsinchu Hotel, in Zhubei City, Taiwan, ROC.

33rd Semiconductor Wafer Test
Conference (SWTest)

By Jerry Broz, PhD  [Advanced Probing Systems Inc. and 33rd SWTest General Chair]

T

Omni La Costa Resort, Carlsbad, California

Keynote Speaker: Luca Fasoli, PhD, 
of Western Digital

http://www.chipscalereview.com
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REGISTER!

CONFERENCE 
EXHIBITION   
NETWORKING

www.semi.org/eu

JUNE 26 –28 2023 
DRESDEN | GERMANY

June 5 –  June 7, 2023
Omni La Costa, Carlsbad, CA

For more information visit www.SWTest.org

The Industry’s Premier Global Technology Forum for 
Wafer Probe and Test Professionals.

Find solutions to real problems faced 
by test engineers.

Meet with the “Who’s Who” of 
international probe card, probe 

equipment and related suppliers.

Conference Highlights for 2023
Monday Visionary Keynote Presentation 
from Dr. Luca Fasoli, Senior Vice 
President, Silicon Technology & Manufac-
turing at Western Digital.

Technical Program with 35-podium and 
poster presentations organized in into 
nine theme-oriented sessions.

Topical technical program does not 
compete with Expo hours.

More than 60 exhibits featuring the 
leaders in probe card, probe and test 
equipment, and related services.

SWT-Crew Mentoring Program for 
connecting young engineers with industry 
experts.

Ample time for informal and relaxed 
networking to meet, connect, and 
collaborate.

Meet new people and have a little fun with 
an excellent social program.
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