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The cover article describes a double-
sided probing system for 150µm-pitch co-
packaged optics (CPO). Such probing 
systems address the growing need for 
assured yield, particularly as heterogeneous 
integration is combined with silicon 
photonics needed for higher performance 
Ethernet applications to 800G.
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here has been a lot of talk 
and discussion regarding the 
recent CHIPS and Science 

Act. Passed by the U.S. Congress in 
an unusual show of bipartisan support, 
the bill allocates US$52.7 billion in 
the form of subsidies to promote a 
domestic semiconductor eco-system 
and achieve a higher level of national 
independence through increased domestic 
manufacturing of semiconductors. About 
US$39 billion of the funds is earmarked 
for semiconductor fabrication facilities, 
with US$2 billion specifically allocated 
for mature semiconductor products that 
are considered vital for national defense 
and security—this also includes chips 
used in the automotive sector. The 
balance of the funds is targeted to foster 
increased research and development 
ef for t s  and cu lt ivate a t a lent  pool 
essential for the sector. The bill does 
come with some guardrails, i.e., imposing 
restrictions in establishing manufacturing 
sites in certain geographic regions.

Three sides to the debate
The discussions and debates about the 

CHIPS Act have evolved mostly around 
three primary views and arguments. The 
patriotic argument is that such focus is 
essential for the United States to have 
long-term sovereign independence of 
cr it ical semiconductor components, 
economic growth and national security. 
After all, microchips are ubiquitous 
today, used in literally everything from 
toaster ovens to watches, to our every-day 
vacuum cleaners, to weapons systems.

A n o t h e r  s i d e  a r g u e s  t h a t  s u c h 
protectionist moves play against the 
f ree-market dynamics. The natural 
f low of the evolution of semiconductor 
manufacturing over the past decades has 
followed the market path of optimum 
labor and technology dominance – 
manufacturing primarily in lower cost 
geographic regions (i.e., Asian nations), 

while advanced design is concentrated 
mainly in the U.S. Free-market advocates 
are keen to point out that this kind of 
national subsidy will disrupt the free 
market, thereby resulting in an increase 
in manufacturing costs and a waste of 
resources, ultimately hurting consumers.

Then there is a third viewpoint that 
argues that this whole effort is nothing 
more than a geopolitically-motivated, 
fut i le ef for t to deter an increasing 
manufacturing share of Asia, particularly 
that of China. This side also adds that, 
despite the subsidy, the effort will likely 
not achieve its goal with decades of 
lack of at tention and funding of the 
industry that led to the U.S. decline in its 
manufacturing capability and capacity in 
the first place.

Each of the three perspectives has 
some merits, especially when reviewed 
in isolation. But in today’s connected 
global ecosystem, it would be unwise 
to view any key semiconductor policy 
decision in isolation.

A global perspective
Today, the semiconductor industry 

contributes to less than 0.5% of the global 
gross domestic product (GDP), but plays a 
critical role in most of the balance of the 
99.5% of the GDP. The significant supply 
chain disruption caused by COVID-19 
served as a wakeup call, not only for the 
U.S., but also for Europe and Japan. The 
impact and importance of semiconductors 
in our daily lives and national interests 
qu ick ly became appa rent ,  and the 
realization was fur ther solidif ied by 
recent geopolitical instability. These 
concerns prompted these regions to 
seriously contemplate a path towards 
increasing self-reliance. Undoubtedly, the 
trade war between the U.S. and China 
has become a valid concern for many 
countries, even though many may not 
necessarily openly show more support 
to one side than the other. Nevertheless, 

wheels are now being set in motion across 
geographic regions that will likely have a 
significant impact on the semiconductor 
manufacturing landscape by the end of 
the decade. 

From the standpoint of recent supply 
chain disruptions, the trade war and the 
geopolitical risks, the f irst argument 
about achieving some level of sovereign 
semiconductor independence perhaps 
holds water. America still leads the 
world in semiconductor technology: 
in 2021, the U.S. held 54% of global 
semiconductor market share and 7 of the 
top 15 semiconductor companies were 
American. Over the past decade, the 
U.S. has spent almost twice as much in 
research and development as the rest of 
the world combined. These statistical 
f igures while spectacular, provide a 
false sense of security. Indeed, the U.S. 
leads in semiconductor design and 
market share, but it has fallen far behind 
in the manufactur ing sector. While 
semiconductor devices and technology 
were invented in America, only about 
10% of the world’s supply comes from 
the U.S. today—down f rom 37% in 
1990. In comparison, China’s share 
has grown from 0% to 24% during the 
same period. Today, 75% of the global 
chip supply are manufactured in Asia, 
with 40% of that coming from Taiwan 
alone. Taiwan accounts for 66% of the 
global foundry market share with TSMC 
commanding an impressive 56% of the 
share by the end of this year. Figure 1 
shows this historical trend clearly and 
predicts the outcome by the end of the 
decade—and it is not a pretty picture for 
the U.S., Europe and Japan. The design 
capability in itself is not of much use if 
these products can’t be manufactured 
with access  to  a  s teady s t ream of 
s u p p l y  t o  m e e t  d e m a n d .  M I T R E 
Engenuity, a non-prof it organization 
that manages federally-funded research 
and development centers, defines the 

T

Cooperation is key to success of the CHIPS
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problem statement as: “U.S. leadership in 
semiconductor is threatened by the lack 
of U.S.-based capacity for prototyping, 
scaling and transfer-to-manufacturing 
o f  b r e a k t h r o u g h  s e m i c o n d u c t o r 
technologies that are the foundation of 
future information and communications 
s o lu t io n s  n e c e s s a r y  fo r  n a t io n a l 
security and economic resiliency.” The 
CHIPS Act is geared towards a “course 
correction” to grow the capability from 
lab-to-fab domestically.

The second argument about such 
industry subsidies being a protectionist 
move is not unfounded either. Indeed, 
despite all the progress in globalization 
made du r ing the las t  decades ,  the 
recent trend seems to be more toward 
protect ionism with an increasingly 
polarized view of the world—a world that 
has become increasingly complex by the 
realities of today’s heightened geopolitical 
t ensions .  But  t he  goa l  he re  i s  not 
necessarily to take over semiconductor 
manufacturing domination from the likes 
of Taiwan or the Asian nanoscale duopoly 
of Samsung and TSMC, but rather to 
achieve a healthy level of independence of 
the semiconductor supply chain to reduce 
the risk of dwindling or no supplies, at 
least for some of the critical products. 
Even if the U.S., EU and Japan tried to 
take over semiconductor manufacturing 
dominance, it will take years, perhaps 
even a decade or so, based on their 
capabilities today. 

The U.S. is not alone in this quest to 
achieve a healthy level of independence. 
Both Europe and Japan have launched 

their own equivalent “CHIPS Act” to try 
to achieve their own strategic autonomy 
and resilience. The EU launched an 
ambitious project in 2013 to double 
its onshore share of semiconductor 
production. However, almost ten years 
on, its share has remained around 10%. 
This t ime around, seemingly more 
serious, the EU has launched its own 
“CHIPS Act” in February of this year 
that is geared to generate €43 billion 
in public and private funding. Similar 
to the U.S. bill, the EU Act has three 
distinct pillars. The f irst pillar is to 
increase research, development and 
pilot production lines on European soil. 
This partnership not only includes the 

25 EU countries, but also Israel, Turkey 
and Norway. The second pillar is to set 
up more “Open EU Foundries” using 
advanced technology nodes. The third 
pillar is to ensure continuity of supply to 
the continent and the ability to intervene 
in case of a supply-related crisis.

Similar to the EU’s efforts, Japan’s 
M i n i s t r y  of  E c onomy,  Tr a de  a nd 
Industry (METI) has taken significant 
steps to boost domestic production of 
advanced chips. In the late eighties, 
Japa n  m a nu fa c t u re d  ove r  50% of 
the world’s semiconductors. Today, 
it supplies less than 10%. Figure 2 
shows the h istor ical  t rend and the 
2022 forecast of semiconductor capital 
expenditure (CapEx) by headquarters 
l o c a t i o n .  T h e  l a c k  o f  f o c u s  o n 
semiconductors on the part of the U.S., 
EU, and par t icularly Japan, is very 
telling in these trend lines. While the 
percent of the U.S. semiconductor-
related CapEx has dropped from 31% 
to 27%, and Europe’s has d ropped 
f rom 8% to 3% f rom 1990 th rough 
today, Japan’s share of semi CapEx has 
dropped significantly, from 51% to less 
than 4%, during the same period. Just 
like the U.S. and the EU, the Japanese 
government is also adopting policies 
to ensure “st rategic autonomy and 
indispensability.” In November of 2021, 
it  approved a ¥774 bil l ion package 
t o  boos t  dome s t ic  se m iconduc t o r 
production that included a ¥400 billion 
subsidy to TSMC for a new foundry in 
the southern island of Kyushu.

Figure 2: Semiconductor capital expenditure by headquarter locations. SOURCE: IC Insights

Figure 1: Global semiconductor manufacturing by location in percent. SOURCES: Boston Consulting Group, 
Semiconductor Industry Association, SEMI
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Ad d i t i o n a l l y,  t h e s e  s e e m i n g l y 
protectionist moves on the part of the 
U.S., EU, and Japan seem to include a 
certain level of international cooperation. 
In May of 2022, President Biden and 
PM Kishida agreed to explore joint U.S.-
Japan development of next-generation 
semiconductors. In October, there was 
a “Chip 4” meeting, led by the U.S., 
which included Taiwan, Japan and South 
Korea to discuss possible cooperation 
regarding semiconductor supply chain 
resilience. These moves toward gaining 
strategic autonomy in semiconductor 
manufacturing seem be less of isolated 
protect ionism and effect ively more 
of  a  “col lec t ive  and coord i nated” 
protectionism. If done through proper 
international cooperation, it can create 
a competit ive global landscape that 
will, in turn, allow healthy progression 
of technology development and cost 
competitiveness.

T here i s  noth ing f u ndament a l ly 
wrong or immoral about an honest effort 
to boost the internal manufacturing 
capability for any nation. Government 
incentives such as the CHIPS Act are 
a common way to achieve this boost 
when significant capital is involved to 
entice companies to set up domestic 
manufacturing plants. While the U.S., 
EU and Japan have newly enacted such 
subsidies, China has been doing this for 
almost a decade starting with its 2014 
National Integrated-Circuit Plan and 
Fund, which was endowed with US$150 
bil l ion f rom cent ral and provincial 
governments. Their latest 14th Five-Year 
Plan includes significant government 
focus and funding for the advancement 
of domestic semiconductor development 
and production—the Shanghai municipal 
government alone is supposed to fund 
RMB 300 billion towards the initiative. 
China is not alone in providing such 
subsid ies .  Las t  yea r,  South Korea 
announced tax credits up to 50% of 
investment in semiconductor research 
and development creating a US$450 
billion investment from local companies.

The third argument that these moves 
are geopolitically motivated to a large 
extent is undeniable. Despite all the 
political rhetoric and trade sanctions, 
the world finds itself in the awkward 
position of not being able to ignore the 
huge China market—the largest market 
for semiconductors by sales commanding 
about a 35% share. At the same time, 

China is not going to sit by idly and will 
continue to explore ways to catch up. 
What China has been able to achieve on 
many fronts in a relatively short period of 
time is a testament to its national resolve, 
discipline and ability. It will continue 
to compete, at least on manufacturing 
at the lower end of the semiconductor 
manufacturing technology spectrum. 
Such products are, and will continue to 
be, widely used in many applications.

A new era of competitiveness 
The new focus on manufactur ing 

through sovereign investment in the 
U.S., Europe and Japan in the f ront 
end, with a similar focus of southeast 
Asian countries in the back end, along 
with China’s burning ambition to catch 
up in the technology, could usher in a 
new level of market competitiveness 
the world hasn’t witnessed in decades. 
And such healthy competition is always 
a good thing for innovation and cost-
effective solutions that help propel the 
broader global market economy, and that 
ultimately, benefits the consumer.

T h e  U . S .  e f f o r t  t o  i m p e d e 
China’s abi l ity to access advanced 
semiconductor technology is a matter of 
concern for many nations. Most of the 
players in the Asia region are playing 
it “safe” by t rying not to displease 
either superpower to ensure access 
to both the advanced technologies 
and the China market. Additionally, 
many count r ies in the Asia Pacif ic 
region such as Thailand, Malaysia , 
Philippines, Singapore and Vietnam 
are likely to reap benefit as companies, 
worried about future sanctions, may 
want to start or increase production in 
these countries, especially in the back-
end sectors of assembly and test, so as 
to diversify away from China. Along 
this line, India seems to have renewed 
its ambition to become a major player 
in the semiconductor manufacturing 
space, and in a true sense of support, 
t he  gove r n ment  i s  pu t t i ng  money 
behind its mouth this t ime around. 
The country is counting on benefiting 
f rom the West’s increasing concern 
on rely ing too much on China and 
trying to become a key semiconductor 
manufacturing hub even though it will 
take at least a decade, if not longer, 
to do so. It is telling that, for the first 
time, some of Apple’s iPhone 14s are 
assembled in India.

Finally, there is the added argument 
that these efforts to increase domestic 
m a nu f a c t u r i ng  w i l l  b e  exe r c i s e s 
i n  f u t i l i t y.  Tod ay,  A mer ica n core 
c o m p e t e n c y  l i e s  o n  t h e  d e s i g n 
s ide ,  whereas  t he  s t a t e - of- t he -a r t 
semiconductor  manufac t u r ing has 
moved to Asia, specifically Taiwan and 
South Korea, for advanced wafer nodes, 
and Southeast Asian nations for back-
end assembly and test. It will take the 
U.S. over two years to catch up with 
the likes of TSMC and Samsung on the 
advanced wafer nodes. After let ting 
t he  sem iconductor  manufac t u r i ng 
competency slowly erode away starting 
from the late 90s, the U.S. and Japan 
now lack the required talent pool to 
manufacture advanced semiconductors 
within their shores—this will take years 
to cultivate. Additionally, the funding 
required for U.S., EU and Japan to gain 
back the market share they once had 
would require substantially more capital 
than what the CHIPS Act has allocated. 
For example, the U.S. will have to spend 
about US$300 billion to get back the 37% 
market share it once had. Similarly, the 
EU will require a capital expenditure of 
US$164 billion to achieve its 20% share 
of semiconductor production. If these 
gaps in funding are to be filled from 
the private sector, the government will 
need to continually ensure such support. 
This may prove to be a difficult path if 
the political interest in achieving these 
goals starts to wane—one of the risks of 
democratic societies.

These “CHIPS Act” initiatives by 
governments already seem to be paying 
some dividends in terms of ushering in 
investment from the private sector. Intel, 
TSMC, GlobalFoundries and Samsung 
have al l  announced new wafer fab 
facilities in the U.S. through the next few 
years in Ohio, Arizona, Texas, and up-
state New York. This includes a 5nm 
technology fab by TSMC. STMicro and 
GlobalFoundries just recently signed a 
memorandum of understanding to build a 
new fab in Crolles, France at a cost of €5.7 
billion. Intel recently unveiled its massive 
€80 billion investment plan in Europe 
starting with two fabs in Magdeburg, 
Ger many at  a  cos t  of  €33 bi l l ion . 
Earlier this year, encouraged by METI’s 
commitment to domestic semiconductor 
growth, TSMC planned its first ever wafer 
fab plant in Kumamoto in Kyushu Island, 
a joint venture with SONY and Denso.
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It is not a zero-sum game
It is hard to argue that a cer tain 

level of global cooperat ion wil l be 
needed to make these acts and efforts 
successf u l  a nd more  i mpor t a nt ly, 
sustainable. Market dynamics have led 
semiconductor manufactur ing away 
from the U.S., Europe and Japan (while 
they still lead in design) to countries 
with lower labor costs over the last few 
decades. An argument can be easily 

made that this market led economy has 
produced an “efficient” global supply 
chain, ultimately benefitting everyone. 
In an ideal world, cooperation among 
all nations, each bringing to the table 
its own key ability and supply chain 
dy n a m ics  i s  b e s t  fo r  t he  b roa de r 
society. Even in our non-ideal reality, 
some level of cooperation is a must to 
bear fruit from these various efforts 
akin to the CHIPS Act. Ultimately, all 

these efforts to gain strategic autonomy 
cannot ignore the interdependent global 
order. Pure unilateral approaches will 
result in over investment, impede true 
innovation and misallocation of labor 
and precious resources. The policy 
makers will do well to consider the 
global supply chain order and allow a 
certain level of cooperation to ensure a 
positive sustainable outcome.

Despite what political leaders across 
the globe are trying to achieve, at the 
end of the day, it’s not a zero-sum game. 
There are pockets of competencies that 
have been developed over decades—
both on the technology front and the 
cost front. To try to reverse that may 
perhaps prove somewhat fut i le and 
lead to an inefficient use of resources. 
Nevertheless, the political divides we 
see today are a stark reality. And like 
every thing else, the semiconductor 
landscape will also have to adjust to 
it despite the possibility of creating 
these pockets of inef f iciencies for 
which ,  u lt imately,  consumers wi l l 
end up paying. How these particular 
government intervent ions will play 
out  t o  re shape t he  sem iconduc tor 
manufacturing landscape, only time will 
tell. However, one thing is certain: given 
the current trajectory, the landscape will 
be starkly different by the end of the 
decade from what it is today.

Biography
Asif R. Chowdhury is SVP at UTAC 

Group, Singapore. He has over 30 years 
of exper ience in the semiconductor 
industry. Before joining UTAC, he held 
senior positions at Amkor Technology, 
Chandler, AZ, and Analog Devices, 
Wilmington, MA. He holds a BS in 
Mechanical Engineering f rom U. of 
Texas at Arlington, an MS in Mechanical 
Engineering from Southern Methodist 
U., and an MS in Finance and an MBA 
from Northeastern U. Asif’s first book 
on the Japanese work culture entitled, 
“A Gaijin Sarariman,” has just been 
published by Penguin Random House. 
Email asif_chowdhury@utacgroup.com

http://www.chipscalereview.com
http://www.mrsisystems.com


1111Chip Scale Review   November  •  December  •  2022   [ChipScaleReview.com]

Double-sided probing system for 150µm pitch 
co-packaged optics 
By Collins Sun  [WinWay Technology]

he focus of the double-sided 
probing system descr ibed 
in th is a r t icle is to be in 

alignment with trends in networking 
development. As expected, advanced 
packaging technology will continue to 
extend Moore’s Law, particularly the 
rapid development of heterogeneous 
integration (HI). According to various 
organizations, such as IEEE, SEMI, 
and ASME, the essential spirit of HI 
is to integrate different process nodes 
and applicat ion-specif ic integrated 
c i r cu i t s  ( ICs)  i n t o  a  s i ng le  h ig h -
end package, such as a 3D structure 
system-in-package (3D SiP). When 
HI is combined with silicon photonics 
(Si Ph),  t r ace  loss  f rom pluggable 
optics is greatly reduced and is able 
to drive higher performance Ethernet 
applications to 800G (see Figure 1).

Individual active and passive optical 
components in a package can provide 
the best performance and cost benefits 
in a comprehensive manner. However, 
more sophisticated processes in package 
assembly also mean that it is critical to 
have the assured yield after assembling 
all the discrete chips. Co-packaged 
opt ics (CPO) is one representat ive 
appl icat ion—its opt ical  signal has 
a bet te r  sig nal- to -noise rat io than 
electrical signals because of the light 
being transmitted through an optic fiber 
rather than electrical signals through 
a copper trace. Having optical engines 
near the elect r ical switch to reduce 
signal t race length in the subst rate 
by advanced package technology is a 
breakthrough technology. According to 
Yole Intelligence, the compound annual 
growth rate (CAGR) of the CPO market 

is predicted at around 55%, from US$6 
million in 2020 to US$2.2 billion by 
2032 [1].

SiPh have been considered a unique 
t e ch n olog y  fo r  d e ve lo p i ng  h ig h -
p e r fo r m a n c e  n e t wo r k i n g  s y s t e m 
because of several factors. First, it can 
be designed and manufactured using 
cur rent complementary metal-oxide 
semiconductor (CMOS) processes and 
equipment, thereby achieving lower 
cost and higher performance devices. 
Second, it can be combined with logic 
and digital circuits for data processing. 
Thi rd , SiPh can be designed using 
different wafer materials, such as III-V 
compound semiconductors. The future 
of SiPh will flow into two main streams: 
co-packaging and chip integration. Co-
packaging is the 2.5D integration of the 
CMOS logic or digital chip with optical 

T

Figure 1: Development trends in pluggable optics and CPO. SOURCE: Yole Group
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chips connected by the copper trace of 
substrate. Chip integration is a single 
complete chip solution that includes 
different functional ICs using through-
sil icon vias (TSVs) both for ASICs 
and optical die. SiPh are expected to 
integrate all optical components, such 
as f ilter, polar ization diversity, and 
spl it ter/combiner into a single die, 
including an active laser, modulator, 
and photodetector. With the help of 
SiPh and photonic integrated circuits 
(PICs), CPO applications will be more 
competitive overall when compared to 
conventional pluggable optical modules.

The packaged opt ical component 
usually requires a smaller form factor 
with a fine pitch. Therefore, the testing 
system needs precision alignment for 
probing C4 sides approximately 150µm 
f rom the top side, and it also must 
overcome ther mal expansion when 
testing at different temperature points. 
These are the initial requirements for 
the double-sided probing system for 
150µm-pitch CPO.

Double-sided probing system
T h e  t a r ge t e d  s p e c i f i c a t io n s  of 

CPO packaging are listed in Figure 
2. A double-sided probing system is 
needed to probe four sites of 150µm-
pitch micro -bumps on the top and 
1.0m m land g r id a r ray (LGA) pad 
design on the bottom of the package. 
T h e  m a j o r  c h a l l e n g e s  t h a t  C P O 
test ing must overcome are: 1) f ine 
pitch, 2) high power, 3) high speed, 
and 4) a wide temperature range from 
room temperature (RT) to 105ºC. The 
required test speed is up to 112Gbps, 
a nd  t he  d i s s ip a t ion  p owe r  of  t he 
switch application-specific integrated 
circuit (ASIC) chip is 600W, which 
needs to be tested at 105ºC.

As for testing the f ine-pitch CPO 
package,  the most  c r it ica l  aspect s 
i nclude:  1)  a  ve r y  d i f fe rent  p i t ch 
range for the top and bottom sides of 
the package, which presents serious 
dif f icult ies in al igning the contact 
a t  t he  s a me  t i me;  2)  p ick i ng  a nd 
placing the package in a double-sided 
probing design within the precision 
alignment requirement; 3) controlling 
thermal expansion at different testing 
t e mp e r a t u re  p oi n t s  t o  r e duce  t he 
thermal gradient when probing micro-
bumps; 4) achieving extremely high-
sp e e d  112Gbps  t e s t  r e qu i r e me nt s 

using a 150µm-pitch wafer-level chip-
scale package (WLCSP) probe head—
this t rend involves test ing a wafer-
level package at the required speed to 
distinguish known good dies (KGD); 
and 5) 600W device power must be 
dissipated by integrating a 150µm-pitch 
WLCSP probe head design, in which 
thermal expansion will lead to  unstable 
contact with the fine-pitch probe.

To  s u m m a r i z e  f r o m  t h e  a b ove 
ch a l le nge s:  t he r e  i s  a  ne e d  fo r  a 
h ig h ly- i n t eg r a t ed  p robi ng  sys t em 
that considers precision al ignment 
and balances thermal and elect r ical 
design in a comprehensive thermal 
chuck design with a 150µm WLCSP 
probe that provides a stable contact 
system to handle a 100kg ref lected 
force when tes t ing.  To meet  these 
r e q u i r e m e n t s ,  we  p r o p o s e  a  t e s t 
module using an elect r ic loopback 

i n t e r p ose r  a nd  bo t t om socke t ,  a s 
shown in Figure 3.

In the current double-sided probing 
system, there are four major modules 
that integrate the whole functionality of 
CPO testing requirements (Figure 4). 
The four modules are discussed below.

Actuator.  The plunger is used in 
the actuator design to ensure a total 
600kg force that can provide a stable 
contact force to fulf ill future trends 
for large packages. Such packages will 
need to overcome the total ref lected 
force f rom the WLCSP probe head 
and bot tom socket. The mechanical 
strength of the probing system must 
be considered when apply ing such 
high force condit ions. It is cr it ical 
to have a strong structure to reduce 
micro -v ibrat ions when con nect ing 
w i t h  t h e  t e s t e r  a n d  p e r f o r m i n g 
thermal control.

Figure 3: Proposed test module for double-sided probing design.

Figure 2: CPO device information.
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Alignment. The alignment module 
is a dual-charge-coupled device (CCD) 
module combined with a 3-axis X-Y-Θ 
heating shuttle design to ensure precise 
a l ig n m e n t  whe n  t he  t e m p e r a t u r e 
va r ies .  High-resolut ion dual- CCD 
cameras are used to take a picture of 
the micro-bump on the top side of the 
package to align every package to the 
accurate position before picking up the 
device under test (DUT). Moreover, 
the heating shuttle plate can reduce the 
soaking time before reaching thermal 
equil ibr ium at the required test ing 
temperature; it also plays an important 
role in auto calibrat ion before each 
pick and place action on the package. 
Because t he  DU T and probe head 
are not on the same side, one issue is 

aligning the tip of the probe head with 
the micro-bump on the DUT.

We used a dummy device to transfer 
printing of the probe mark of the probe 
head tip and perform self-calibration 
by computing the relative distance to 
ensure the proper al ignment of the 
probe tips to the device micro-bumps. 
However, thermal expansion at high 
temperatures will cause the alignment 
to be further from the original position 
by approximately 90µm f rom what 
it was at the init ial temperature, as 
shown in Figure 5. A multiple stacked 
st ructure design that uses different 
mater ials causes nonlinear thermal 
expansion. It has also been proven 
t h a t  t h e  t r a c e  of  a  t e m p e r a t u r e -
dependent probe mark is repeatable. 

The displacement around 90μm from 
the initial location at 25ºC to the high 
temperature of 105ºC is even greater 
than the diameter of the size of the 
micro-bump at approximately 70µm, 
which easily causes contact instability. 
I n  c o n s i d e r a t i o n  o f  t h e  t h e r m a l 
expansion effect, two separate double-
sided probe heads were designed so 
they could be adjusted to accurate 
positions by use of fiducial markers and 
precision guide pins during assembly. 
However, th is design st i l l  requi res 
opt ica l  re -a l ig n ment  to  check t he 
precision of the final position at each 
test ing temperature point to ensure 
contact stability and repeatability.

Probe head/thermal control. The 
high-speed and fine-pitch probe head 
integrated with a high-performance 
thermal cont rol system is the most 
critical design module of the double-
sided probing system. To reach the 
r e q u i r e me n t  fo r  112Gb p s  fo r  t he 
pulse amplitude modulation 4 signal 
(PAM4), every step in the design of the 
probe head must be carefully checked 
by simulat ion. Channel simulat ion 
results ,  including that for package 
substrate, f ine-pitch probe head, and 
the loopback inte r poser,  show the 
behavior of insertion, return loss, and 
the impedance curve (Figure 6).

T h e  t a r g e t e d  i m p e d a n c e  v a l u e 
i s  93Ω ,  s o  c lo s e ly  a ch iev i ng  t he 
values and reducing the impedance 
mismatch must be considered for each 
component. Based on the simulation 
results, the high-speed requirement 
for 112Gbps PAM4 after integration 
with whole channel simulat ion was 
ach ieved .  Moreove r,  t o  p rove  t he 

Figure 4: Double-sided probing system.

Figure 5: Optical alignment changes with thermal expansion.
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si mulat ion resu lt  a t  t he  bou nd a r y 
c o n d i t i o n ,  we  u s e d  a  s i m p l i f i e d 
test jig in our lab environment with 
a  fo u r- p r ob e  d o u ble - s id e d  p r ob e 
stat ion and a 110GHz per formance 
network analyzer (PNA), the results 
of which show good cor relat ion of 
insertion loss between simulation and 
measurement up to 85GHz  (Figure 
7). The simulation boundary condition 
i s  a l so  p roven to  be  a  rea sonable 
setting for such a high bandwidth.

To align with customers’ thermal 
test requirements, we designed the 
water heatsink channel and performed 
t h e r m a l  s i m u l a t i o n ,  f r o m  w h i c h 
we obt a ined the expected resu lt s . 
After achieving satisfactory thermal 
per for mance,  a  protot y pe ther mal 
head was manufactured to conduct the 
lab test and compare the difference 
between the simulat ion and actual 
measu rement (Figure 8),  which is 
a  p ro c e du r e  s i m i l a r  t o  e le c t r ic a l 
verification and that internally proves 
the capability of our product. Another 
checkpoint of thermal simulation is to 
achieve thermal dist r ibution, which 
wi l l  a f fec t  t he  f i ne -pi t ch probi ng 
stability. Distinct material selection 
and structural design lead to dramatic 
differences in thermal expansion.

Figure 6: 112Gbps PAM4 signal loopback design in a 150µm-probe head.

http://www.chipscalereview.com
http://www.sonix.com


1717Chip Scale Review   November  •  December  •  2022   [ChipScaleReview.com]

Summary
A double-sided probing system for 

150µm-pitch CPO comprehensively 
integrates multiple f ields, including 
automation for high-precision optical 
al ignment ,  a 112Gbps design for a 
f ine-pitch probe head, and a h igh-
performance stacked thermal chuck 
w i t h  a  d ou ble - s id e d  p r ob e  h e a d . 

Customers have used this double-sided 
probing system to test actual devices 
and the devices passed both room-
temperat u re and h igh-temperat u re 
r e q u i r e me nt s .  T he se  r e s u l t s  a l so 
suppor t  the feasibi l it y of th is  test 
solution for the most advanced 2.5D 
and 3D packaged devices.
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Figure 8: Thermal performance verification of HEATCon Ultra.

Figure 7: Electrical correlation of test fixture by 110GHz PNA .
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High-performance computing applications drive reli-
ability of high-density fan-out packaging
By Laurene Yip, Rosa Lin, Charles Lai, Cooper Peng  [MediaTek Inc.]

he continuous drive for higher compute power 
and greater data bandwidth to meet the growing 
demands f rom data centers, networking, and 

ar tif icial intelligence (AI), has driven the development 
of advanced packaging solutions for higher performance 
devices. Because single advanced node system on a chip 
(SoC) can no longer meet the increasing demands of high-
performance computing (HPC) applicat ions, there is a 
growing trend to use a chiplet architecture approach to split a 
large, monolithic die into multiple smaller functional blocks, 
called chiplets, and reintegrating the chiplet dies using 
advanced packaging. Chiplet architecture not only can bring 
the different functional blocks closer to each other to improve 
device performance, but also can improve individual die 
yields and help reduce the overall device cost [1-6].

Among the advanced packaging technologies, wafer-
level fan-out has emerged as an attractive package solution 
for heterogeneous integration. Wafer-level fan-out, which 
uses f ine-pitch redistribution layer (RDL) technology for 
die interconnection, can enable the development of high-
performance products with large package footprint, and 
high interconnect density. Although silicon interposers had 
been widely used in the past for high-end server products, 
silicon interposers that utilize through-silicon via (TSV) 
technology have high manufactur ing cost. Wafer-level 
fan-out with f ine-pitch RDL is emerging as a lower cost 
alternative package solution.

Package rel iabil ity, however, is becoming a cr it ical 
concern as the overall die size and package size increase to 
accommodate the integration of more chiplets for networking 

and high-performance applications. As the die size increases, 
the package stress also increases  because of the coefficient 
of thermal expansion (CTE) mismatch between the die and 
the substrate and also increases the risk for package failures 
caused by bump cracks, mold compound delamination, and 
RDL failures in the fan-out package.

Our study assessed the reliability of large-format fan-out 
packages assembled with an application-specific integrated 
ci rcuit  (ASIC) d ie and 8 I /O chiplets using the ch ip-
f irst approach. The package robustness was investigated 
using stringent component-level reliability testing, which 
included temperature cycling (TC), an unbiased highly-
accelerated temperature stress test (uHAST), and a high-
temperature storage (HTS) test.

Package description
In ou r s t udy,  mult i- ch ip fan-out  packages with an 

integ rated fan-out  d ie si ze of  1.6X ret icle si ze were 
evaluated. The fan-out package integrated the ASIC die and 
8 I/O chiplets with three layers of RDL interconnections. 
T he  f a n - ou t  d ie  mo d u le  wa s  41  X  33m m 2 a nd  wa s 
assembled on low-loss organic substrates with sizes 74 
X 74mm 2 and 91 X 91mm2 as shown in Figure 1. Both 
packages used a copper stiffener ring for warpage control. 
The key attributes of the test vehicles are summarized in 
Table 1. The fan-out module was built using a process 
where the different dies were at tached to a temporary 
carrier and molded with epoxy mold compound to form a 
reconstituted wafer. After molding, the multi-layer RDL 
lines and C4 bumps were formed to create the fan-out die 

T

Figure 1: Cross section of a fan-out package.
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is shown in Figure 6. Both TV1 and 
TV2 had a convex warpage shape at 
room temperat u re,  but t u r ned to a 
concave shape at 250°C. The 91X91mm2 
package had 30% higher warpage at 

s t r uct u re (Figure 2).  Because the 
different dies were directly connected 
to the RDL through the copper vias, 
the fan-out structure does not require 
the use of micro bumps or underf ill 
between the die and the RDL layers.

The fan-out package and f loor plan 
are shown in Figure 3. In the package, 
the SoC was connected to 8 identical 
I/O dies with three RDL layers with 
line width and spacing of 2/2µm for 
the first two layers and 5/5µm for the 
thi rd layer. Af ter building the fan-
out module, the integrated die was 
attached to an organic substrate using 
130µm pitch copper pillar bumps. The 
key attributes for the fan-out module 
are shown in Table 2.

Results and discussion
The following sections discuss the 

following assessments: package warpage, 
C4 bump reliability, and RDL reliability.

Pack a ge  wa r pa ge  a s s e s sment . 
Because warpage will affect solder 
jo i n t  q u a l i t y,  s h a d ow  m oi r é  w a s 
performed to character ize warpage 
var iat ions over temperatu re of the 
fan-out module. The samples were 
measured from room temperature up 
to 250°C to simulate the solder joint 
ref low temperature – and then down 
to room temperature. The simulated 
fan-out module warpage values closely 
matched the exper iment a l  dat a  a s 
shown in Figure 4. The fan-out module 
had a 69µm  convex warpage shape at 
room temperature, but changed to a 
-20µm concave shape at 250°C.  X-ray 
analysis showed the C4 bumps have 
good solder joint formation (Figure 5).

The assembled package war page Table 2: Fan-out module attributes.

Figure 4: Fan-out module warpage contour plots.

Figure 2: Cross section of an RDL structure.

Figure 3: a) Fan-out package assembled on a 91 X 91mm2 substrate with a stiffener ring; b) Fan-out 
module floor plan.

Table 1: Package attributes.

Figure 5: X-ray of C4 joints near the die corner.
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room temperature than the 74X74 mm2 package. At 250°C, the 
91X91mm2 package warpage was 60% higher compared to the 
74X74mm2 package.

C4 bump reliability assessment. Temperature cycling 
accelerates the thermo-mechanical failures caused by CTE 
mismatch. C4 bump joint crack risk increases as the fan-out 
module size increases. Finite element analysis (FEA) showed the 
bumps at the die corner experience the highest stress and are at 
the greatest risk for cracking as shown in Figure 7. Both fan-out 
package test vehicles passed temperature cycling testing without 
any C4 bump failures.

RDL trace reliability assessment. The CTE differences 
between the dielectric materials and copper lines in the RDL 
structure cause copper/dielectric interface distortion during 
temperature cycling that can result in RDL trace cracking. 
Figure 8 shows the die-to-die (D2D) routing areas where the 
high-density RDL lines interconnect the dies. Stress analysis 
showed the RDL traces between the gap of the dies experience 

high stress due to the low CTE and high modulus of the silicon 
die constraining the thermal expansion and shrinkage of the 
copper lines [7]. The smaller the gap, the more the RDL line is 
constrained by the silicon die and the higher the stress in the 
copper line, which increases the RDL trace crack risk.

After TV1 and TV2 underwent multi-reflow testing at 250°C, 
package failures were observed to have trace cracking in the 
RDL lines. The trace cracks were typically observed in the 
RDL2 lines underneath the main SoC near the die edge. The 
trace cracks were mainly found on the isolated lines near the 
tear drop turning point as shown in Figure 9. A cross section 
of the RDL trace crack is shown in Figure 10. No trace cracks 
were found in the dense RDL metal line areas.

Figure 6: Package warpage contour plots.

Figure 7: Copper pillar bump at the die corner.

Figure 8: D2D RDL routing areas.

Figure 9: An RDL trace crack.

Figure 10: Cross section of the RDL trace crack.
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In our study, FEA was used to investigate the risk for 
RDL cracking based on different t race dimensions and 
geometries such as trace width, trace thickness, trace length 
f rom via to turning point, and t race angle as shown in 

Figure 11. The simulation results of different trace widths 
and thicknesses are shown in Table 3. An increase in RDL 
trace width or thickness reduces the risk for trace cracking. 
Increasing the trace width by 10% and thickness by 15% 

resulted in a 15% reduction in the trace stress. Optimizing 
the trace design can also reduce the RDL crack risk. FEA 
showed the bends in the traces are areas with high stress 
concentration. The simulation results showing the effect 
of different RDL lengths from the via to turning point and 
different teardrop angles are shown in Table 4. The results 
showed increasing the trace distance from the via to the 
turning point from 12µm to 18µm had a 57% reduction in 
trace stress.

Af ter opt imizing the RDL design by increasing the 
minimum trace width to 2.2µm and the t race thickness 

to 2.3µm and optimizing the pattern to increase the line 
length from via to the turning point to greater than 18µm, 
both packages successfully passed the multi-ref low tests.  
Figure 12 shows an example of the RDL trace design before 
and after trace optimization.

Table 3: Line dimension effect on RDL crack risk. 

Table 4: Trace geometry effect on RDL crack risk.

Figure 12: RDL layout a) before and b) after trace optimization.

Table 5: Reliability test results.

Figure 11: RDL trace geometry: A is the trace width, B is the trace space, C is 
the trace length from via to turning point, and D is the trace angle.
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Reliability performance. After optimizing the RDL design, 
the fan-out packages were subjected to the standard JEDEC 
reliability tests including moisture soaking level 4 (MSL4) as 
preconditioning, temperature cycling test (TCT) with -40°C to 
125°C (condition G), uHAST with 110°C/85%RH, and high-
temperature storage test (HTS) at 150°C. Both packages passed 
6X multi-reflow and the reliability tests without any failures as 

shown in Table 5. After reliability testing, failure analysis was 
performed to check the integrity of the C4 joints and fine-line 
patterns in the RDL layers. Cross-sectional analysis of the units 
showed no bump cracks or trace cracks (Figures 13 and 14).

Summary
The reliability of large multi-chip fan-out packages was evaluated 

using the multi-reflow and component-level stress tests. Our study 
showed that package stresses from thermal loading could cause RDL 
cracking in the metal traces interconnecting the dies. The RDL trace 
locations near the gap between the SoC and I/O die are high stress 
concentration areas. RDL trace design and geometric dimensions 
are critical to interconnect reliability. Thicker and/or wider traces 
reduce the risk for RDL cracking. Increasing the distance between 
the trace via and the turning point in the line also reduces the RDL 
crack risk. By optimizing the RDL design and trace dimensions, 
RDL stress effects can be minimized enabling large-format fan-out 
packages to pass the standard JEDEC reliability tests.
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n the early days of space exploration, 
spacecraft were manned by small 
teams of one to three astronauts. 

Notably, most of these astronauts were 
experienced test pilots who intimately 
understood the vehicle they were flying and 
the interaction between all the variables 
controlling the craft. Similarly, early 
integrated circuits (ICs) were created 
by small teams of engineers, who often 
designed, laid out, and even developed 
tests for their devices. Notably, the tests 
were most often functional, and the test 
interfaces were often analog. Over the years, 
ICs have become much more complicated, 
and team size and group effort have grown 
exponentially. Given the resource and cost 
constraints, it’s rapidly becoming clear that 
the fundamental limitation to continued 
industry growth is no longer gate length, but 
team size and strength.

Contending with unconstrained growth 
in test data volume, as well as effort, 
requires a vision for taming this growth 
in the not too distant future. That vision 
must focus on intelligent application of new 
innovations in pre-silicon validation, first-
silicon “bring-up,” post-silicon validation 
(PSV), software-driven functional test, 
and production test. The challenge, 
paraphrasing Star Trek, is to boldly go 
where no test solution has gone before.

The first half of this paper describes how 
the industry has developed four different 
validation and test methods and how their 
values and focus have shifted over time. 
This exercise pinpoints the effort needed as 
a function of circuit density. The latter half 
discusses the limited growth of tools and 
methodologies in the functional testing and 
PSV area and the skyrocketing growth in 
the required effort. However, by leveraging 
some of the best practices of the past – such 
as standard interfaces, automation, and 
scalability – we will be able to streamline 
first silicon “bring-up” moving forward.

Method 1: device validation/
characterization

A small group of product exper ts 
performed early device test ing and 

functional validation that typically involved 
five elements:

1. Instruments connected to primary 
device inputs and outputs;

2. Instruments to program the device 
into its various modes of operation and 
environmental extremes; 

3. A tangle of wires to interconnect 
instruments, the device under test 
(DUT), and a test-system controller; 

4. An intelligent operator (often involving 
the chip designer) who controlled 
the setup to pinpoint problems and 
determine optional operations; and 

5. A test controller program typically 
coded in some proprietary test scripts.

While the picture of a functional 
validation setup hasn’t changed much 
over the years, the increasing complexity 
of the devices and relentless time to 
market (TTM) pressure resulted in a need 
for multiple setups enabling concurrent 
engineer ing. Note that the need for 
functional device validation does not 
go away with first customer shipments. 
The experts will need their test setups 
when called upon again to help with yield 
investigations and field returns.

Method 2: functional test at ATE
The f irst automatic test equipment 

(ATE) tests were all functional. Some 
argue that the most valuable ATE-
based tests, even today, are functional. 
These tests on the ATE use a few well 
understood instruments interconnected 
through a tightly controlled device under 
test (DUT) interface to confirm to the 
extent possible the proper operation of the 
device in mission mode. Functional tests 
on ATE are typically analog, measuring 
parameters such as Vmin and Fmax 
over temperature extremes. What ATE 
functional test cannot do is run tests that 
require attached memory, peripherals, 
or both. This lack of full-functional test 
coverage has driven the recent rise in the 
use of system-level test (SLT), discussed 
in method 4, below.

Method 3: structural test
As ICs became more digital, scan 

chains provided a standard way to access 
the innards of the DUT, and automatic test 
pattern generators (ATPGs) addressed the 
tedious pattern-generation challenges. The 
use of ATPGs was highly successful over 
the years because of multiple factors:

• It was automatic;
• It provided a testability baseline 

that defined a minimum acceptable 
quality level;

• It  leveraged a consis tent  DUT 
interface that then drove consistent 
instrument interfaces;

• It worked well in a dist r ibuted 
engineering environment; and 

• En hancements such as pat ter n 
compression and homogeneous-core 
pattern sharing allowed test costs to 
scale slower than Moore’s Law.

As device complexities grew, so did 
the test data volume needed to traverse 
the logic and confirm proper logic cell 
operation. The “International Technology 
Roadmap for Semiconductors” (ITRS) 
tracked this ever-increasing data volume, 
shown in blue in Figure 1, which also 
shows the number of transistors per large 
logic device [1] in green and announced 
chips [2] with purple points. The ITRS-
calculated [1] flat file test data volume is a 
conservative indication of the effort needed 
to support this test generation effort (a 14x 
increase in the last decade).

A review of Figure 1 indicates that the 
structural test generation effort is growing 
even faster than Moore’s Law. As the 
levels of logic grow deeper and deeper it 
takes more and more vectors to gain the 
controllability and observability necessary 
to effectively test the part, as shown in 
Figure 2, which plots the ratio of the two 
lines in Figure 1.

Many industry participants, including the 
author, feel that Figure 2 suggests we are 
fighting a losing battle with structural test. 
While introduction of new on-chip fabrics to 
more efficiently transport structural test data 

I
Device validation: the ultimate test frontier
By Dave Armstrong  [Advantest America, Inc.]
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to multiple homogeneous cells will help, 
it is unlikely to solve this issue. Barring 
new ideas and approaches, test vectors and 
the subsequent test times will outpace the 
growth of the number of transistors in a 
single chip.

One significant limitation of structural 
testing, which necessitated the growth 
of SLT and the continued utilization of 
functional validation efforts, was the never-
ending (or perhaps better stated, ever-
growing) list of fault types that structural 
testing must target. Further compounding 
this test challenge is the trend toward 
More-than-Moore multi-die integrations, 
which bring together multiple devices and 
exacerbate the testing challenges.

Method 4: system-level test
For years, SLT has provided value by 

checking that a device can operate in its 
end-application mode (for example, that 
it can boot an operating system and run 
representative end user applications). 
Because its tests occur later in the flow, 

it catches more problems at the edge of 
the various cores and/or devices (that is, 
interface faults). A clean consistent setup 
that supports the device while maintaining 
the visibility needed to catch faults is key to 
a viable SLT hardware setup. 

For devices with on-die processors, recent 
efforts have graduated beyond running 
power-up routines to running automatically-
generated code sequences, which both 
utilize and confirm the ability of the 
embedded processor to sequence through 
tests while performing their duties. These 
built-in self-test (BIST)-like sequences can 
be effective at finding failures both on the 
die where one or more reprogrammable on-
die processors  exist, and on peripherals 
and chiplets in the package, such as high-
bandwidth memories (HBM), as well as 
high-speed and photonic interfaces, which 
may be connected to the central IC through 
“no-touch” interfaces such as Universal 
Chiplet Interconnect Express (UCIe)®.

Four things are apparent when reviewing 
the path that got us to today:

1. Automatically-generated tests that 
leverage consistent tool sets provide 
the most value for the least amount of 
effort.

2. Clean, consistent hardware setups 
produce solid results.

3. SLT provides solid value—finding 
errors not seen elsewhere.

4. Technology does not sit still, and 
there is no end in sight to the device 
complexity that will need to be tested.

Test moving into the 21st century
Device validation/characterization, 

functional test at ATE, structural test, 
and SLT will continue finding use in the 
21st century. But just as Star Trek had the 
next generation, so too, must test. The 
next generation of test clearly needs to be 
smarter and leaner. Moving forward, the 
role of data and artificial intelligence (AI)-
driven smart tools (shown in purple in 
Figure 3) will become more pronounced. 
These capabilities will allow tests to be 
streamlined and risks reduced. 

Another signif icant change is the 
prospect for using data from other sources 
(shown in light blue in Figure 3) in 
order to both focus the tests on areas of 
concern and adjust the test margins to 
reduce the risk of shipping a bad part, all 
while minimizing the cost of test. ATE’s 
instruments and capabilities can contribute 
in many ways. The newest areas where 
ATE adds value are listed in items 2, 3, 5, 
and 6, below:

1. Expanded wafer testing (first view of 
new wafers).

2. Known-good-die (KGD) test (at-speed 
and at-temperature testing at the wafer 
or singulated-die level).

3. Enhanced first-silicon testing (device 
validation, driver development, and 
checkout).

4. Final test (at-speed and at-temperature 
testing after packaging).

5. System-Like-Test™ (Advantest’s term 
for focused system testing on ATE).

6. Post-silicon validation (including 
parameter/register value optimization).

7.  RMA testing (i.e., testing of field 
returns).

Several key test steps are evolving 
to offer consistently clean hardware 
setups, automatic tools, and system-
focused test generation.

Figure 1: Test-data volumes (blue), transistors per chip (green), and announced chips (purple dots).

Figure 2: Estimated test vectors per transistor through 2031.
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Pre-silicon validation
Prior to the arrival of first silicon, design 

verification involves running test cases in a 
simulator or emulator at great length. The 
incredible growth in device complexity 
has greatly increased the effort and time 
it takes to verify a design before its tape-
out. To increase engineering productivity, 
test development must be supported by 
standardized methodologies and tools. 
The latest standard enabling system-level 
modeling and test design is the “Portable 
Test and Stimulus Standard” (PSS). 
PSS is supported by major electronic 
design automation tools and significantly 
increases test quality and shortens time to 
market (TTM) by improved productivity 
in design verification.

The value and need for the industry to 
“shift left” has been explored in other works 
[3,4].  Just as some test content must shift to 
wafer-level testing, so too, the preferred path 
to improve TTM and reduce the likelihood 
of a re-spin is to shift wafer test content 
further to the left and expand the validation 
effor ts pr ior to f irst-silicon ar r ival. 
Accordingly, simulators and emulators must 
grow in capacity, performance, versatility, 
and focus. For example, they need to provide 
estimates for power consumption and 
performance while executing key software 
routines and code.

Pre-silicon validation has limitations. For 
example, abstract, higher-level models (such 
as virtual prototypes) may not provide an 
accurate estimate of the power consumption 
for given code snippets. Even detailed models 
often are significantly wrong in estimating 
maximum frequency–-particularly for new 

process nodes. Optimizing the test content 
and value of each step in the process is a key 
challenge in the 21st century. 

First-silicon bring-up
While there is real value in running scan-

based structural tests, unfortunately, history 
has shown that these tests are not nearly 
enough to confirm that a device is truly 
functional. Leveraging today’s multi-week 
assembly cycles, significant value can be 
achieved by running some mission-mode 
functional tests at wafer probe. By migrating 
functional test content to the wafer level, 
companies have saved multiple weeks of 
TTM during their device turn-on phase. 
One approach toward migrating test content 
to an earlier phase is to use Advantest’s new 
Link Scale™ digital channel cards for the 
V93000 platform (Figure 4). These new 
cards enable software-based functional 
testing using USB or peripheral component 
interconnect express (PCIe) in addition to 
scan testing of advanced semiconductors. 
The new cards address testing challenges 
that require these interfaces to run in full 
protocol mode, thereby adding System-Like-
Test™ capabilities to the V93000.

Not only does a high-speed interface 
such as PCIe enable scan over high-speed 
input/output (HSIO), but it also allows the 
design team to confirm true functionality 
deep within the silicon. Tests applied using 
this approach enable different tests methods 
that were previously unavailable. Several 
examples of this functionality are: 1) The 
loading of large data sets to feed network 
processors real-world data streams; 2) 
The loading of multiple sets of control 

coefficients into a neural network to check 
performance limits; and 3) The running 
of R&D test scripts generated in Python, 
or other types of test scripts, directly in 
the tester’s pin electronics, which allows 
existing test sequences to be quickly run 
while keeping the interface consistent and 
easily understood. 

Our new digital channel card solution has 
proven its value in first-silicon situations 
by providing a st raightforward path 
for R&D engineers to quickly perform 
traditional functional test verification 
steps after the arrival of first silicon. Early 
verification moves forward the clock for 
confirming truly good devices, but also 
to identifying problems and workarounds 
should they be needed. Perhaps the most 
important value of this approach is in the 
resource requirements. The new solution 
provides a quick and easy path enabling 
R&D engineers to gain full access to their 
design, highlighting subtleties that were 
difficult or impossible to discern using pre-
silicon validation techniques. Furthermore, 
engineers can explore operational corner-
cases whose impact was never fully 
communicated or understood—all within 
days of first silicon arrival!

Post-silicon validation (PSV) 
Because of the limitations of pre-silicon 

validation, the design engineer is often called 
upon to tune power and high-frequency 
performance soon after first silicon arrives. 
This tuning requires an effective flow to 
bring up a comprehensive set of PSV tests 
that support flexible parameterization (for 
example, varying register settings). Such 

Figure 3: Multiple tools, including PSV and ATE, for device checkout.
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tests enable volume data collection and 
conclusive analytics to provide feedback to 
the designers, improve pre-silicon models, 
and eventually tune each chip to its specified 
power and Fmax performance. 

Also, without comprehensive PSV that 
identifies marginalities, an end product 
may behave erroneously under particular 
environmental conditions and loading, 
which the industry experiences in many 
ways—for example, as “si lent data 
corruption” in data centers, when devices 
deliver wrong results under particular 
circumstances. PSV both confirms the 
functionality of each design block and 
optimizes its performance. Several factors 
are critical to performing PSV efficiently, 
without requiring hordes of engineers with 
years of experience:

• A clean and consistent workspace;
•  A flexible set of instruments that can 

test in many different ways;
•  Parallel test setups so that concurrent 

techniques can speed result delivery;
•  Re-using test content developed 

pre-silicon—preferably targeted 
software-based tests derived from a 
comprehensive PSS-model of the DUT; 
and 

•  Intelligent tools that automatically find 
marginal test cases and pinpoint the 
best performance settings on their own.

The introduction of Advantest’s EX Test 
Station provides a new tool to simplify or 
possibly replace yesteryear’s bench setup. 
This test station provides for a clean and 
consistent workspace that also happens to 
be identical to the setup used in production 

testing on the V93000 ATE. A consistent 
interface achieves consistent results. The 
new test station supports both functional and 
structural test content execution, enabling the 
PSV engineer to move seamlessly between 
the two domains to confirm the root cause of 
incorrect behavior. The addition of structural 
test capabilities to the bench environment 
enables the test engineer to step into or over 
problematic sections of the test to enhance 
visibility and control. 

Another new capability that is valuable 
in the PSV effort is software-driven 
functional test, in which software test 
sequences provide input to the functional 
test-generation effort (Figure 5). The EX 
Test Station, together with creative software 
tools, allows broad ranges of register 
settings to be explored automatically—
over a weekend, for example—in order 

Figure 4: Continuous testing and validation adding TTM value.

Figure 5: Software-derived tests checking that real-world code works on real-world hardware.
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to pinpoint the best possible operating 
condition with less human effort. 

The new test station can be paired with 
a single-site handler and thermal control 
solution to create a remotely accessible test 
platform, which has proven its worth during 
the recent COVID pandemic. The approach 
also lends itself well to “copy-exact” 
implementations where PSV test f loors 
support highly-parallel device validation 
efforts. This approach supports concurrent 
testing with fewer “bench” engineers, 
thereby cutting TTM and reducing the 
validation costs.

Production test
It is becoming vividly clear that nearly 

all test content needs to move to the wafer 
test step if we are to have any chance 
of achieving KGD. It has also become 
abundantly clear that we have entered a 
space where we have too many tests and 
not enough time to run all of them. It’s not 
unusual for manufacturers today to have 
to cull about 10% to 50% of their available 
pattern sets at wafer probe because of 
vector-memory and/or test time limitations. 
The question moving forward is how to 
choose which patterns to run at each test 
insertion point. Optimal results depend 
on which test content is best executed at 
the first wafer-probe test experience, the 
subsequent KGD test probe test step, the 
post-assembly test step, and the final SLT 
step. Today, this is an art left to the senior 
test strategists. Moving forward, this art 
will benefit from AI-driven tools and broad-
based data sharing.

While structural and functional test 
content both have their place, functional 
test methods can more quickly confirm the 
proper functioning of large blocks of logic 
as compared to structural test methods, 
which check one gate at a time. The author 
expects an increased usage of functionally-
capable test modules, such as Link Scale™, 
in production as a new tool to provide more 
test coverage in less test time.

The big opportunity for growth in this 
space, however, is with the addition of 
data-driven test selection techniques that 

allow both the structural and functional 
test selection process to proceed more 
intelligently. Several questions hint at how 
to proceed:

• Why not pull in vision inspection data 
and use it to decide which corner of the 
die to test first?

•  Why not use the in-line parametric test 
data to anticipate power extremes and 
appropriately adjust limits up front?

•  Why not use the results for the first few 
wafers to direct which tests should be 
executed subsequently?

Summary
As we move into 21st century test, things 

will become much more focused and 
dynamic. There is little doubt that data 
will be king. There is no doubt that test 
over HSIO interfaces will become critical 
to test time reductions. And perhaps most 
important, the role of big data in determining 
the value and limitations of each device 
being tested will be solidified.

The introduction of the EX Test Station 
(Figure 6) provides a new tool to simplify, or 
possibly eliminate, yesteryear’s bench setup, 
replacing multiple instruments and tangles 
of wire (Figure 6a) with a streamlined 
integrated system (Figure 6b).  The new test 
station provides for a clean and consistent 
workspace that also happens to be identical 
to the setup used in production testing on 
the V93000 ATE. A consistent interface 
achieves consistent results.

It’s quite prophetic how the writer of Star 
Trek: the Next Generation had a robot named 
Data that provided such a key function on 
the Enterprise D. Clearly, the role of data in 
the future will continue to expand and grow. 
Data himself gave voice to the challenge in 
front of us: “It is the struggle itself which is 
most important. We must strive to be more 
than we are. It does not matter that we will 
never meet our ultimate goal. The effort 
yields its own rewards [5].”
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Large-panel fan-out perspective on cost, yield, 
and capability
By Clifford Sandstrom, Robin Davis, Benedict San Jose  [Deca Technologies, Inc.]

i t h  s u p p l y  c h a i n 
shortages for many of 
the traditional packaging 

technologies, the semiconductor industry 
is looking for alternative solutions. One of 
the key technologies under consideration 
by many is molded fan-out panel-level 
packaging (FOPLP). This technology is 
particularly appealing as it offers a high-
density, high-throughput solution and can 
achieve comparable, or better, end results 
as compared to conventional laminate or 
lead frame-based packages.

Currently running at volumes in the 
millions of units per day on a 300mm 
round format, Deca’s M-Series™ fan-out 
PLP technology and Adaptive Patterning® 
have been scaled up to the new industry 
standard 600mm x 600mm large-panel 
format for production. The first 600mm 
production implementation in nepes 
laweh in Cheongan, South Korea, began 
operations in 2021 and continues to ramp 
in production. The SEMI standard 600mm 
square format provides a 500% increase 
in usable area per panel vs. 300mm round, 
providing cost-effective capacity growth 
as well as a powerful platform for high-
density integration of multi-die and chiplets 
in 2D, 2.5D, and 3D structures.

The 600mm square format was created 
with considerations for both short-term 
implementation and long-term optimized 
productivity. The ability to segment the 
600mm panels into four 300mm square 
sub-panels for use with conventional 
300mm round wafer probe test equipment 
was a driving factor for the short term 
(Figure 1).  Extending process capability 
for key lithography, metal deposition, 
and other processes to complete the 
600mm panel provided a challenging, yet 
achievable target for equipment suppliers. 

Focusing on economies of scale, the 
300mm round baseline is examined as 
compared to various large-panel formats. 
Implementation strategies of the industry’s 
first high-volume chips-first, chips-up 
M-Series fan-out structure in a large-

panel format will be described, including 
scaling to 2µm lines and spaces using 
mask-less laser direct imaging (LDI). Our 
patterning technology, a critical part of the 
process, provides precise real-time design 
and alignment. This is critical in a multi-
die environment—providing the ability to 
implement high-density interconnects in a 
large-panel format.

Cost considerations
To better explain the cost advantage of 

using a 600mm square large panel compared 
to the conventional 300mm round wafer, 
an analysis of utilization and effective area 
is outlined using a concept called format 
efficiency. To compute for the format 
efficiency of a fan-out molded panel, the total 
usable package area is divided by the format 
area. For example, let’s consider a 9-die 
chiplet fan-out device with an overall package 
size of 36mm x 36mm molded in a 300mm 
round wafer. The 300mm wafer format 
(70,686mm2) can fit 40 packages per wafer 
(a total usable package area of 51,840mm2) 
resulting in a format efficiency at 73% (see 
Figure 2a). In contrast, a 600mm large-

panel format can fit 256 devices per panel, 
given the same 36mm x 36mm package area. 
This results in a format efficiency of 92% 
(see Figure 2b). The square panel format’s 
nearly 20% higher utilization of molded area 
translates directly to lower cost.

Figure 3a details the most highly utilized 
materials in the process for M-Series 300mm 
round wafer, shown as a percentage of 
the total material cost. The polyimide and 
laminated films such as carrier laminate, 
temporary backside laminate (BSL) used for 
warpage control, and photo dry film (DFR) 
represent more than 30% of the total bill of 
materials (BOM) cost. Consumption of these 
materials is directly proportional to the panel 
format efficiency described earlier. These 
materials correspond to potential cost savings 
in a 600mm large-panel format by reducing 
material wastage.

An example of cost-saving opportunities 
described above includes the following: using 
slot or slit coating is ideal for a square panel 
where just 22ml of polyimide is required for 
a dielectric layer vs. the 8ml volume typically 
used in spin coating on 300mm wafers. This 
translates to a 44% reduction in volume 

W

Figure 1: M-Series 300mm round and 600mm square panel.
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overall or for the 36mm square device 
example, a 57% reduction in polyimide 
volume can be achieved.

Another signif icant cost reduction 
opportunity is capital efficiency. While exact 
percentages vary with equipment selection, in 
a baseline study completed by our team, the 
600mm large-panel format showed capability 
to achieve a 40% increase in capital 
productivity (Figure 3b). When combining 
format efficiency, material consumption and 
capital productivity increases, there exists a 
potential for an overall cost reduction of up 
to 25% with a 600mm large-panel format as 
compared to the 300mm wafer baseline.

Addressing critical challenges
Our patented lithographic patterning 

technology was developed in conjunction 
with M-Series fan-out to overcome the 
inherent inaccuracies associated with 
embedded die processes. When creating a 
composite or reconstituted wafer or panel 
consisting of individual devices embedded 
within an encapsulant, variation in the 
final positions of die as compared with the 
designed position will occur as a result of 
die attach placement tolerance and die shift 
during the encapsulation process (Figure 
4a). Without the use of our patterning 
technology, this displacement can limit the 

ability to scale to finer bond pad pitches, as 
further discussed below. This patterning 
technology includes the high-speed 
measurement of each die location within 
a panel, the creation of optimized unit-
specific patterns for each device according 
to pre-determined design constraints, and 
the application of each layer of the design 
file through a maskless lithography system. 
Using this patterning technology, simple 
devices to complex heterogeneous multi-
chiplet systems can be constructed cost-
effectively with assurance of high yields in 
manufacturing.

Multiple techniques are available to 
optimize the unit-specif ic pattern in 
response to die shift. The first, adaptive 
alignment, typically dynamically aligns the 
redistribution layer (RDL) and first via layer 
pattern to precisely match that of the die 
pads based on the measured lateral shift and 
rotation for each die. A further technique, 
adaptive routing, builds on top of adaptive 
alignment by regenerating small segments 
of RDL traces to maintain electrical 
connectivity between portions of the design 
that have been aligned to different die or 
between a fixed feature in the design and 
one that has rotated or shifted.

Figure 4b illustrates the process for 
creating the adaptively-patterned via and 
fan-out RDL layers [1,2]. First, a nominal 
fan-out RDL design is created. Then, 
a partially-routed RDL layer called a 
prestratum is formed by omitting a small 
portion of the RDL layer in close proximity 
to the Cu studs. After scanning the panel to 
measure the actual position and orientation 
of each unit, the design of each unit on 
the panel is completed to connect the 
prestratum pattern to the Cu stud pads and 
their corresponding dielectric vias. The 
adaptive region in which the RDL traces are 
allowed to dynamically change is typically 

Figure 3: a) Top 10 BOM for a 300mm round wafer; materials boxed in red represent potential cost savings for a 600mm large-panel format; and b) Capital to install a 
30k per month capacity based on 300mm round equivalent.

Figure 2: Format efficiency of: a) a 300mm round wafer, and b) a 600mm large panel for a 36mm x 36mm 
square package.
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on the order of 10μm to 50μm.
The concept outlined above is further 

illustrated for the connections between 
chips as shown in Figure 4c. The light 

blue circles represent the fixed under-
bump metal (UBM) pattern where the 
future solder balls will be attached. In this 
multi-die example, the purple is a single 

RDL for a microcontroller unit (MCU) 
device, while the green represents a 
single RDL for a radio device. The routes 
between the die in blue represent a fixed 
RDL with the final connections to be 
completed with adaptive routing, shown 
in red, to precisely accommodate the 
actual locations of each die, as well as the 
adaptively-aligned RDL patterns.

For a conventional fan-out wafer-level 
packaging (FOWLP) process flow, the most 
expensive tool in terms of capital cost is the 
die attach process equipment. Without our 
patterning technology, a FOWLP process 
will require a very accurate and expensive 
die attach tool to achieve high yield in 
a high-density interconnect package. A 
very high-accuracy die attach tool with a 
tolerance of ±3µm at three sigma, or better, 
typically has a very low throughput in the 
range of 2,000 chips per hour. In contrast, 
our combined FOWLP and patterning 
solution can use a moderately accurate die 
attach tool with a tolerance of ±15µm with 
a throughput exceeding 25,000 chips per 
hour. The impact for a production capacity 
of 30,000 panels per month can be as much 
as a 10X reduction in die attach capital; 
$80M for conventional FOWLP die attach 
versus $8M for our combined solution. 

Scaling to high-density integration
As prev iously ment ioned ,  a  key 

technology that enables scaling to high-
density integration is the use of laser 
direct imaging (LDI) with our patterning 
technology. LDI allows the unit-specific 
patterns to be implemented in real-time 
driven by the unique Adaptive Patterning 
design file per wafer or panel. In addition 
to the maskless digital nature of LDI, 
additional advantages exist over other 
exposure methods such as conventional 
steppers, including a high depth of focus 
(DOF) that allows scaling of lines to 
2µm and below with the ability to have 
thicker copper RDL traces. One of the 
other notable advantages of a 600mm 
panel when using maskless LDI is that 
there is no need for reticle stitching for 
large packages. Because the entire panel 
design is digital, the package could be up 
to 600mm square.

In addition to the physical RDL lines, 
increasing bond pad pitch and via density 
is critical for achieving high-density 
interconnects for heterogeneous and 
chiplet integration. Figure 5 provides 
an overview of the limits on bond pad 
density for various industry technologies 

Figure 4: a) Die shift of embedded die in a FOWLP; b) Process for creating Adaptively Patterned via and fan-
out RDL layers; and c) Multi-die adaptively-routed RDL shown in red using Adaptive Patterning.
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including that of well-known Cu pillar 
flip-chip on laminate and Intel’s embedded 
interconnect bridge (EMIB) technology, 
as well as both existing Gen 1 M-Series 
and Gen 2, currently in development.

As shown in Figure 5, typical Cu pillar 
flip-chip bonding has a die pad pitch of 
100µm with an IO density of 105 IO/mm2. 
TSMC’s integrated fan-out (InFO) has a die 
pad pitch of 55µm with an IO density of 314 
IO/mm2 [3]. To further decrease interface 

pitch, new interconnect technologies were 
developed such as Intel’s EMIB, which can 
achieve a die pad pitch of 45µm with an IO 
density of 492 IO/mm2. Our first-generation 
M-Series with a planarized structure above 
the encapsulated active die coupled with 
our patterning technology, achieved the 
same 45µm interface pitch as compared to 
EMIB, without the need for complicated 
bridge chips embedded in substrates [3-
5]. With the new Gen 2 technology, this 

die pad pitch can be further scaled to 
20µm, thereby achieving a more than 5X 
increase in IO density of 2518 IO/mm2. Gen 
2’s advanced LDI and automatic optical 
inspection (AOI) equipment combined with 
our patterning technology provides a path 
for the ultra-high-density die pad pitch 
and RDL density required for chiplets and 
advanced heterogeneous integration.

As previously discussed, a crucial 
advantage of M-Series over other chip-

Figure 6: M-Series and Adaptive Patterning enable a significantly larger via contact area given the same bond pad pitch and scaling to fine bond pitch.

Figure 5: Comparison of interface pitch between different interconnect technologies and the M-Series.
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first face-up FOWLP technologies such as 
integrated fan-out (InFO) is our patterning 
technology. This technique enables a 
significantly larger contact area for the 
same bond pitch. Figure 6 shows a side by 
side comparison of the two stackups. In the 
InFO structure, a large Cu capture pad is 
utilized to ensure contact between the RDL 
via contact and the Cu stud regardless of 
final die position [6]. The ratio between the 
via size and this capture pad is dictated by 
the die shift brought about by die placement 
variations and die shift during encapsulation. 
The pad must be large enough, as compared 
to the via, that should the die be displaced 
to its maximum, the via will still fall within 
the bounds of the capture pad. With the 
M-Series structure, there is no need for 
this additional capture pad layer because 
our lithographic patterning technology 
ensures the via is precisely aligned to the 
die pad. By compensating for die shift in 
this manner, M-Series enables a large via 
size connection on a smaller landing pad 
(only the Cu stud without an extra capture 
pad). The combination of M-Series and 
our patterning technology allows for an 
approximate 300% increase in contact area 
for the same bond pitch, thereby enabling 
improvements in electrical performance and 

yield. An additional benefit of removing 
the requirement for this additional capture 
pad layer is the ability to further scale the 
bond pad pitch to as small as 20µm with a 
roadmap to even higher density.

Excellent initial process results have 
been demonstrated in cooperation with 
leading material suppliers using next-
generation LDI equipment achieving the 
Gen 2 design targets as shown in Figure 
7. Lines and spaces 2µm in size, as well 
as 5µm via features, were successfully 
demonstrated paving the way forward for 
Gen 2’s 20µm die pad pitch.

Summary
With the format eff iciency gains, 

m a t e r i a l  r e d u c t i o n s  a n d  c a p i t a l 
productivity increases, an overall cost 
reduction of 25% can be achieved with 
the 600mm x 600mm large-panel format 
as compared to a 300mm round baseline. 
Utilization of chiplets from the most cost-
effective IC process nodes brings further 
savings in creating today’s leading-edge 
semiconductor devices.

Adaptive Patterning is a key technology 
for FOPLP with its ability to overcome the 
die shift inherent within an embedded die 

structure leading to the highest possible 
yields while deliver ing up to a 10x 
reduction in capital cost for die attach. 
In addition, our patterning technology 
provides a cost-effective approach for 
scaling device interconnects for ultra-high 
density heterogeneous integration without 
the use of interposers or bridge chips.

The next-generation of M-Series, or 
Gen 2, is launching with a 20µm bond 
pad pitch capability as well as scaling the 
RDL features down to 2µm lines. Leading 
material and equipment suppliers have 
worked closely with us to demonstrate the 
key design attributes required within new 
dielectric and photoresist formulations, as 
well as next-generation LDI tools.
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Figure 7: Gen 2 demonstrated 2µm line and spaces and 5µm vias.
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Powering chips from the backside
By Naoto Horiguchi, Eric Beyne  [imec]

power delivery network is 
designed to provide power 
s u p p l y  a n d  r e f e r e n c e 

voltage (i.e., VDD and VSS) to the active 
devices on the die most eff iciently. 
Tr a d i t io n a l ly,  i t  i s  r e a l i z e d  a s  a 
network of low-resistive metal wires 
fabr icated through back-end-of-line 
(BEOL) processing on the frontside of 
the wafer. The power delivery network 
sha re s  t h i s  spa ce  w i t h  t he  s ig na l 
network, i.e., the interconnects that 
are designed to transport the signal.

To deliver power from the package 
to the transistors, electrons traverse 
al l 15-20 layers of the BEOL stack 
through metal wires and vias that get 
i nc reasingly na r row (hence,  more 
r e s i s t i ve)  w h e n  a p p r o a c h i n g  t h e 
t ransistors. On their way, they lose 
energy, resulting in a power delivery, 
or IR drop, when bringing the power 
down. When ar r iv ing closer to the 
t ransistor, i.e.,  at the standard cell 
level, the electrons end up in VDD and 
VSS power and ground rails organized 
in the Mint layer of the BEOL. These 
rails take up space at the boundary 
and between each standard cell. From 
here, they connect to the source and 
d rain of each t ransis tor th rough a 
middle-of-line interconnect network 
(Figure 1).

W i t h  e a c h  n e w  t e c h n o l o g y 
gene r a t ion ,  t he  t r a d i t iona l  BEOL 
architecture described above struggles 
to keep pace with the transistor scaling 
path. Today, the “power interconnects” 
increasingly compete for  space in 
t h e  c o m pl e x  BE OL  n e t wo r k  a n d 
account for at least 20% of the routing 
resources. Also, the power and ground 
rails take up a considerably large area 
at the standard cel l  level ,  l imit ing 
fur ther standard cell height scaling. 
At the system level, the power density 
and IR drop increase dramat ical ly, 
chal leng ing desig ners to mainta in 
the 10% margin that is al lowed for 
the power loss between the voltage 
regulator and the transistors.

Promises of a backside power 
delivery network

A backside power delivery network 
(BSPDN ) promises  to  add ress  the 
issues noted above (Figure 2). The 
idea is to decouple the power delivery 
network from the signal network by 
moving the entire power distribution 
network to the backside of the silicon 
wafer, which today serves only as a 
carrier. From there, it enables direct 

power delivery to the standard cells 
th rough wider, less resist ive metal 
lines, without the electrons needing 
to travel through the complex BEOL 
s t ack .  T h is  approach prom ises  to 
benefit the IR drop, improve the power 
delivery performance, reduce routing 
congest ion in the BEOL, and when 
properly designed, allow for fur ther 
standard cell height scaling [1].

A

Figure 1: Schematic representation of a traditional frontside power delivery network.

Figure 2: A BSPDN allows for decoupling the power delivery from the signal network.
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Buried power rail and nTSVs: key building blocks
Before detailing the process flow to fabricate a backside power 

delivery network, we introduce two technology enablers: buried 
power rail (BPR) and nano-through-silicon-vias (nTSVs) (Figure 3). 
BPR is a technology scaling booster that further scales standard cell 
height and reduces IR drop. It is a metal line construct buried below 
the transistors – partially within the Si substrate, and partially 
within the shallow trench isolation oxide. It takes the role of the VDD 
and VSS power rails that have traditionally been implemented in the 
BEOL at the standard cell level. This historic move from BEOL to 
the front-end-of-line (FEOL) allows the reduction of the number 
of Mint tracks, enabling a further shrinking of the standard cell. In 
addition, when designed perpendicularly to the standard cell, the 
rail’s size can be relaxed, which further reduces the IR drop.

The potential of the BPRs can be fully exploited when combined 
with nTSVs—high-aspect-ratio vias processed in the thinned 
wafer’s backside. Together, they allow for delivering the power 
from the wafer’s backside to the active devices in the front end in 
the most efficient way, i.e., with the largest gains in terms of IR 
drop reduction.

Quantifying the promises
At the 2019 IEDM conference, the promises of using a BSPDN 

with nTSVs and BPRs were quantified by imec research in 
collaboration with Arm [2]. Arm ran a simulation on one of 
its central processing units (CPUs) engineered with advanced 
design rules. They compared three ways to deliver the power: 
conventional frontside power delivery, frontside power delivery 
in combination with BPRs, and backside power delivery with 
nTSVs landing on BPRs. In terms of power delivery efficiency, 
the latter was the clear winner. On-chip power heat maps showed 
that BPRs with frontside power delivery could reduce the IR drop 
by ~1.7x compared to traditional frontside power delivery (Figure 
4). But BPRs with backside power delivery did even better: they 
substantially reduced the IR drop by 7x.

The overall process flow
Below, we unravel the process f low to make one specific 

implementation of a BSPDN, in which nTSVs – processed in an 
extremely thinned wafer backside – land on top of the BPRs. The 
devices, e.g., scaled FinFETs processed in the wafer’s frontside, 

Figure 3: Schematic representation of a BSPDN implementation where 
nanosheets connect to the wafer’s backside through BPRs and nTSVs.
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Figure 5: Process flow for a BSPDN with BPRs connecting to nTSVs. For reasons of simplification, some details from step 1 have been omitted in steps 2 and 3, including 
the connection between BPR and the devices.

Figure 4: Comparing different power delivery approaches in terms of dynamic IR drop.
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connect to the backside of the wafer 
through the BPRs and nTSVs (Figure 5).

Step 1: frontside processing with 
buried rails. The process flow starts with 
growing a SiGe layer on top of a 300mm Si 
wafer. The SiGe layer later serves as an etch 
stop layer to end the wafer thinning (step 

2). Next, a thin Si capping layer is grown 
on top of the SiGe layer: the starting point 
to fabricate the device and buried power 
rail. The buried power rails are defined 
after shallow trench isolation. The trenches, 
etched in the Si capping layer, are filled 
with oxide liner and metal, for example 

W or Ru. The resulting buried rails are 
typically ~30nm wide, at ~100nm pitch. 
The metal is then recessed and capped by a 
dielectric. Processing of the devices (in this 
case, scaled FinFETs) is completed after 
BPR implementation, and the BPRs are 
connected to the transistors source/drain 
region through the via-to-BPR (VBPR) and 
the M0A line. Cu metallization completes 
the frontside processing. 

Step 2: wafer-to-wafer bonding and 
wafer thinning. The wafer containing the 
devices and BPRs is flipped over, and the 
“active” frontside is bonded to a blanket 
carrier wafer. This is accomplished using 
SiCN-to-SiCN dielectric fusion bonding 
at room temperature, followed by a post-
bond anneal at 250°C. Then, the backside 
of the first wafer can be thinned to where 
the SiGe etch stop is located. Thinning is 
enabled by a combination of sequentially 
backside grinding, chemical mechanical 
polishing (CMP), and dry and wet etch 
steps. The SiGe layer is removed in the 
next step, and the wafer is ready for 
nTSV processing.

S t e p  3:  nT S V  pr o c e s s i n g  a n d 
connection to BPRs. After depositing a 
backside passivation layer, the nTSVs are 
patterned from the wafer backside by a 
through-Si alignment lithography process. 
nTSVs are etched through the Si (which is 
several 100nm deep) and land on the tip of 
the BPR. Next, the nTSVs are filled with 
oxide liner and metal (W). In this specific 
implementation, they are integrated at 
200nm pitch without consuming any area 
of the standard cell. The flow is completed 
by processing one or more backside metal 

Figure 6: A transmission electron microscope (TEM) image showing scaled FinFETs connected to the wafer’s backside and frontside.
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few 100nm of Si is required to expose the 
nTSVs and minimize their resistivity (and 
hence, IR drop). This severely restricts the 
allowed thickness variation, which may be 
induced during the different wafer thinning 
steps. Imec collaborates with several 
partners to improve the chemistries used 
for etching. The final wet etch, for example, 
enables a highly selective soft-landing 
process stopping on the SiGe layer. In the 

final step of the thinning process, the SiGe 
etch stop layer is removed in a dedicated 
chemistry where very high selectivity to 
Si is required. This way, the Si capping 
layer can be exposed with a total thickness 
variation below 40nm. 

Another concern is the thermal impact 
on the device self-heating because of the 
extreme thinning of the (otherwise heat-
dissipating) Si substrate. Preliminary 

layers, electrically connecting the backside 
of the wafer to the BPR in the frontside via 
the nTSVs.

Critical process steps
I mplement i ng a  backside power 

delivery network adds new steps to chip 
fabrication. Over the last few years, 
imec has demonstrated various critical 
technology building blocks, gradually 
addressing the challenges of the novel 
production steps [3-5].

BPR: introducing metal  in the 
FEOL. In the proposed fabrication flow, 
buried power rails are implemented in 
the FEOL, before device processing. This 
implementation means the metal rail is 
subject to the high-temperature process 
steps applied during subsequent device 
manufacturing. For chip manufacturers, 
this might seem as disruptive as bringing 
Cu into the BEOL several decades ago. 
Therefore, the choice of metal used to 
make the BPR is crucial. Imec could 
successfully demonstrate the integration 
of buried power rails made of refractory 
metals – metall ic elements l ike Ru 
or W that are highly resistant to heat. 
Keeping the metal rail en-capped during 
subsequent FEOL processing was an 
additional measure to avoid contamination 
of the front end.

I mec bel ieves  t hat  u si ng nTSVs 
i n  c o m b i n a t i o n  w i t h  B P R s  i s  a 
v e r y  p r o m i s i n g  i m p l e m e n t a t i o n 
scheme in terms of scalabil ity and 
performance. Other implementations 
of a BSPDN exist as well, each trading 
of f  p owe r  d e l ive r y  p e r fo r m a nc e , 
standard cell area consumption and  
FEOL complexity.

Wafer thinning: minimizing thickness 
variation. Extreme wafer thinning to a 

Figure 7: Schematic representation of a 3D-SoC with backside power delivery implementation.
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modeling work indicates that the self-
heating effect can, to a large extent, be 
countered by the metal lines in the wafer’s 
backside, which provide additional lateral 
thermal spreading. More detailed thermal 
simulations are currently ongoing to gain 
more insights [6].

Wafer bonding: precise nTSV/BPR 
alignment. The wafer bonding step 
inherently distorts the first “active” wafer. 
This distortion challenges the lithography 

step needed to pattern the nTSVs on the 
wafer’s backside. More specifically, it 
challenges the precision with which the 
nTSVs need to be aligned to the bottom BPR 
layer. Because we are dealing with features 
that are of standard cell dimensions, the 
overlay requirement should be better than 
10nm. Conventional lithography alignment 
cannot, however, sufficiently compensate for 
the wafer distortion. Fortunately, advances 
in wafer-to-wafer bonding allow for a 

significant reduction in alignment errors 
and distortion values. In addition, by using 
advanced lithography correction techniques, 
the overlay error of the nTSV lithography 
with respect to the BPR structures can be 
reduced to less than 10nm.

No degradation of device 
performance

One important question remains: are 
the newly added process steps, such as 
BPR integration, wafer thinning, and 
nTSV processing, impacting the electrical 
performance of the devices fabricated in 
the front-end? To answer this question, 
imec recently built a test vehicle using the 
fabrication flow and the improved process 
steps described above. In this test vehicle, 
scaled FinFETs connect with tight overlay 
control to the wafer’s backside through 
320nm-deep nTSVs landing on BPRs 
(Figure 6). The BPRs also connect to the 
frontside metallization through the M0A 
layer and V0 via. This frontside connection, 
among others, allowed researchers to assess 
the electrical performance of the devices 
before and after backside processing. With 
this test vehicle, imec showed that FinFET 
performance was not degraded by BPR 
implementation and backside processing, 
provided that an anneal step is performed at 
the end to get optimal device properties [4].

Application to logic ICs and 
3D-SoCs

Some  ch ip  m a nu fa c t u r e r s  h ave 
p u b l i c l y  a n n o u n c e d  i n t r o d u c i n g 
BSPDNs in logic ICs of the 2nm and 
beyond technology node. This is when 
na noshee t  t r a n s i s to r s  a re  ma k i ng 
inroads. However, the novel routing 
technology can be used for a broad 
range of transistor architectures. Imec’s 
road map foresees  i t s  i nt roduct ion 
in advanced technology nodes, with 
nanosheet transistors in 6T standard 
cells. The combination with BPR will 
then help push standard cell heights 
below 6T. The applicat ion domain, 
however, extends beyond just 2D single-
chip ICs: it also holds promises for 
the performance improvement of 3D 
systems-on-chip (3D SoCs).

Imagine 3D-SoC implementat ion 
where some or all memory macros are 
placed in a top die while logic is placed 
on a bot tom die. On the technology 
side, this can be realized by bonding 
the active frontside of the “logic wafer” 
to the active frontside of the “memory 

PRoHS

http://www.chipscalereview.com
http://www.ironwoodelectronics.com


4747Chip Scale Review   November  •  December  •  2022   [ChipScaleReview.com]

bonding, wafer thinning, and nTSV 
processing, are gradually being improved, 
thereby prepar ing the new rout ing 
technology to introduce in advanced logic 
technology nodes and future 3D SoCs. 
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