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Extending chiplet integration to 3D 
enables the placement of dies on top of 
each other, thereby providing added 
capacity without the added lateral 
distance. This keeps the latency low, and 
the dynamic power low. By freeing up 
valuable space inside the package, you can 
also fit more cores, and more transistors 
within a given package size.
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Scalable silicon photonics packaging using 
optical bump nanoimprint lithography
By Hesham Taha [Teramount Ltd] and Martin Eibelhuber  [EV Group]

ilicon photonics has emerged 
as a promising platform for 
supporting the ever-growing 
demand for high-speed data 

transfer, low-power consumption and low 
latency, which are required for the next 
generations of data centers, advanced 
computing, and 5G/6G networks and 
sensors. The silicon photonics market 
has expanded significantly in the last few 
years and is expected to grow at a 26.8% 
compound annual growth rate (CAGR) 
over the next five years [1]. While wafer 
manufacturing capabilities for silicon 
photonics are well advanced through the use 
of standard semiconductor mass-production 
processes and existing infrastructure, 
silicon photonics packaging and testing are 
still behind and lack production scalability, 
which limits wider deployment of silicon 
photonics. Photonic Bump technology, a 
new wafer-level implementation of optical 
elements for scalable packaging and testing 
capabilities, is presented in this article. 
The Photonic Bump is an equivalent of 
electrical solder bumps and has the potential 
to align silicon photonics with standard 
semiconductor wafer manufacturing 
and packaging lines, thereby bridging 
the gap in silicon photonics toward 
high-volume manufacturing. 

Fiber-to-chip assembly is the main 
limiting factor in existing silicon photonics 
packaging solutions, which use direct 
fiber bonding on a photonic chip with 
adhesives through active alignment or 
specialized high-precision alignment 
equipment. These are limited in their 
volume manufacturability, scalability to 
large numbers of fibers, compatibility 
with packaging processes such as reflow 
requi rements, and integrat ion with 
electronics packaging. The essence of 
the problem is related to geometrical 
constraints of tight assembly tolerances 
when packaging single-mode fibers with 
silicon or nitride waveguide channels 
on a photonic chip, as well as related to 
the complex side-coupling geometry. 
These impose critical obstacles for silicon 
photonics to be able to be applied to wider 
applications such as co-packaged optics in 
ethernet switches, advanced computing and 
future chip-to-chip optical connectivity. 

Te r a mou nt  a nd  EV G roup  h ave 
col labor a t ed  to  a dopt  wafe r- level 
optics technologies in order to enhance 
silicon photonics packaging processes. 
Under this collaboration, nanoimprint 
lithography (NIL) has been used for 
wafer-level implementation of Photonic 
Bumps on silicon photonics wafers.

Photonic Bump elements provide unique 
optical coupling functionalities that include: 
1) a vertical beam deflection to enable wide-
band surface coupling as a replacement for 
the complicated side-coupling geometry; 
and 2) a spot size conversion for mode 
matching between single-mode fiber and 
the chip’s waveguide (see Figure 1). In 
addition, Photonic Bumps are used to 
enable the “self-aligning optics” scheme 
when connected with the Teramount 
PhotonicPlug fiber connector [2], which 
enables fiber-chip assembly tolerances of 
larger than ±20µm/1dB (see Figure 2).

S

TECHNOLOGY TRENDS

Figure 1: Photonic Bump wafer-level imprint on a 
silicon photonics wafer at accurate placement relative 
to waveguide channel.

Figure 2: a) (left): PhotonicPlug assembled on a photonic “bumped” silicon photonic chip. b) (right): Measured XY fiber-chip tolerance providing larger than 100 times of 
fiber-chip assembly tolerance compared with existing technologies.
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interaction relies largely on shape and 
geometry [3]. For example, NIL allows 
the imprint of complex geometries such 
as sharp edges of def lector mirrors, 
curved surfaces, high and low aspect 
ratio structures as well as imprinting in 
deep cavities. Wafer-level optics (WLO) 
processes have long proven their high 
repeatability in high-volume production 
for optical sensors and are now being 
leveraged for photonic packaging.

The NIL process offers signif icant 
yield and cost advantages for the above-
ment ioned st r uct u res compared to 
conventional manufacturing methods, 
such as diamond drilling, laser direct 
wr it ing and elect ron-beam writ ing, 
which have very low throughput and 
are therefore diff icult to scale up to 
larger substrates and volume-production 
e nv i r o n me nt s .  I n c o r p o r a t i ng  t he 
NIL process enables the use of best-
per for ming d ies and the abi l it y to 
eff iciently br ing these high-quality 
patterns into production lines.

Teramou nt  worked with EVG to 
establish suitable manufacturing process 
solutions for Teramount’s Photonic Bump. 
In the development work, a wafer-scale 
master stamp with the Photonic Bump 
structures was produced from a single-
die “hard master” using EVG’s Step and 
Repeat (S&R) NIL process. This scaling 
enables wafer-level mass-production 
processes, and is typically based on two 
steps. First, the S&R master is used to 
replicate multiple working stamps. Next, 
the working stamps are used to imprint 

the functional photonic structures on 
the target substrates (see Figure 3). 
While multiple replications are needed to 
support the scaling and to avoid wear out 
of the single die master, the final imprints 
of the fully-functional optical structures 
demonst rated high pat tern f idelity, 
precise alignment and precise control 
of desired layer thicknesses. Scanning 
electron microscope (SEM) inspection 
showed residual layer thickness at <1% of 
the structure height and high alignment 
accuracy to within less than 500nm. 
In particular, the precise alignment to 
the optical structures underneath the 
photonic chip is crucial for the excellent 
coupling performance described above.

Working in conjunct ion with the 
Photonic Bump packaging technology, 
N I L  i s  n o w  m a k i n g  w a f e r- s c a l e 
packaging possible in the photonics 
industry, which could have a profound 
impact on lower ing packaging and 
overall product costs. Whereas packaging 
is still a relatively small (but growing) 
share of overall complementary metal-
oxide semiconductor (CMOS) production 
costs, it represents the majority of overall 
cost in photonics manufacturing, which 
still relies on single-device packaging 
s c h e m e s .  Wa fe r- l e ve l  i n t e g r a t e d 
photonics, enabled by NIL and Photonic 
Bump packaging, has the potential to flip 
this equation.

The ability of NIL to provide accurate 
placement of optical elements on silicon 
photonics wafers plays a critical role 
in shifting the typical fiber packaging 

The combination of large assembly 
tole rances  and wide -band su r face 
coupling enables the transition of silicon 
photonics packaging from specialized 
e q u i p m e n t  t o  s t a n d a r d  p a s s i v e 
alignment assembly protocols and tools. 
This transition supports high-yield and 
high-volume packaging. In addition, 
it allows unique packaging protocols 
such as detachable and post-reflow fiber 
connectivity, which are optimized for 
assemblies with large numbers of fibers 
and co-packaged optics applications. 
Moreover, the PhotonicPlug and the 
Photon ic  Bu mp,  f ueled with  t hei r 
surface coupling and large tolerances, 
create an effective wafer-level testing 
capability prior to wafer dicing, thereby 
enhancing si l icon photon ics wafer 
manufacturing yields.

Application of NIL to silicon 
photonics

NIL has proven to be the most effective 
method of replicating complex structures, 
such as 2.5D features, grayscale patterns 
and freeform optics, because it is not 
limited to the constraints of optical 
lithography. Standard optical lithography 
is opt imized to build up st ructures 
layer by layer. While this layer by layer 
approach makes it ideally suited to the 
needs of the electronics industry, it is not 
sufficient for manufacturing photonic 
structures. In contrast, NIL enables the 
patterning of 3D structures in a single-
step process, which is ideally suited for 
the photonics industry where light-matter 

Figure 3: a) (left) Typical process flow for imprinting wafer-level optics, which can be accomplished by b) (right) an EVG7300 UV nanoimprint lithography system. The 
EVG7300 UV-NIL system can support multiple processes, including SmartNIL, wafer-level optics and device stacking.
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R&D scient ist ,  Sales & Market ing 
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Martin Eibelhuber is Product Manager 
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equipment and technology. He has a 
doctorate in technical physics from the 
Johannes Kepler U. Linz, specializing in 
nanoscience and semiconductor physics.

complexity from the assembly domain 
to the wafer manufacturing domain. 
It provides an ideal platform for post-
processing of silicon photonic wafers 
for the photonic “bumping” process to 
be performed either at semiconductor 
foundries, or at outsourced semiconductor 
assembly and test (OSAT) facilities. 
As part of the joint collaboration, EVG 
provided NIL process development 
and prototyping services through its 
NILPhotonics Competence Center, 
as well as exper t ise in both CMOS 
a nd  pho t on ic s  m a nu fa c t u r i ng ,  t o 
assist Teramount in accelerating the 
development and productization of its 
PhotonicPlug technology.

Summary
The Photonic Bump is a transformational 

solut ion for establishing a scalable 
silicon photonics packaging platform that 
generates, for the first time, an effective 
“through-chip optical via” for seamless 
photonics and electronics integration 
through 3D packaging and interposer 
geometries. It holds the promise to align 
sil icon photonics with the standard 
semiconductor manufacturing ecosystem 
and to leverage silicon photonics to 
volume manufacturing for a variety of  
emerging applications.

References
1. M A R K E T S A N D M A R K E T S 

Report, “Silicon Photonics Market 
with COVID-19 Impact Analysis by 
Product (Transceivers, Switches), 
Application (Data Center & High-
performance Computing, Telecom.), 
Wave g u id e ,  C o m p o n e n t ,  a n d 
Geography - Global Forecast to 
2027,” Nov. 2021. 

2. A. Israel, et al., “Photonic plug 
for  sca lable  s i l icon photon ics 
packaging,” Proceedings Volume 
11286, Optical Interconnects XX; 
1128607 (2020).

3. M. Eibelhuber, et al., “Nanoimprint 
Lithography Enables Cost-effective 
Production of Photonics,” Photonics 
Spectra, Feb. 2015.

Biographies
Hesham Taha is CEO at Teramount, 

Jerusalem, Israel. He has a PhD in 

http://www.chipscalereview.com
http://www.pactech.com
mailto:sales@pactech.com


http://www.intekplus.com
mailto:sales1@intekplus.com


1111Chip Scale Review   May  •  June  •  2022   [ChipScaleReview.com]

The next frontier: Enabling Moore’s Law using
heterogeneous integration
By Raja Swaminathan  [AMD]

he explosion of connected 
devices over the last 40 years 
in our industry has driven an 

explosion of semiconductor content riding 
the back of Moore’s Law. Starting with the 
personal computer cycle then continuing with 
smartphones and Internet of Things (IoT) 
devices, silicon has permeated every aspect 
of our lives. This explosion of semiconductor 
content in everything from devices in our 
pockets to integrated into our clothing has led 
to the birth and growth of a new era of high-
performance computing (HPC), as all the 
data being generated is processed into useful 
information to improve our lives.

From the cloud to the edge,  and 
from artificial intelligence (AI) to 5G 
communications, the insatiable demand for 
HPC has become a driving force within the 
microelectronics industry and it will shape 
the next several generations of technology 
and design innovation. The demand for 
compute is accelerating rapidly with the 
doubling of HPC system performance every 
1.2 years. This trend is much faster than 
Moore’s Law, which currently has slowed to 
doubling of transistor density every 2-3 years; 
so, the compute capability is clearly driven 

by innovations outside of the raw silicon. 
The demand for HPC is not simply bragging 
rights of being in the top 500 supercomputers. 
These devices are solving problems that 
are pressing for humanity including drug 
discovery, climate models, new energy 
exploration and many more. Today’s best 
compute platforms only whet our appetite for 
more as the possibilities for solution finding 
become more compelling.

Demand for computation is 
outpacing Moore’s Law

The next bit of sobering data regards 
the much-discussed cracks in Moore’s 
Law. As we know, silicon technology node 
introductions have been slowing down, and 
simultaneously delivering less benefit, while 
at the same time, the costs per yielded mm2 
of silicon are going up. This is particularly 
challenging because the semiconductor 
industry has thrived on delivering more 
performance and features in each generation 
by adding transistors. With these trends, the 
cost per transistor will stop scaling in the next 
few years, which creates notable economic 
headwinds to meeting the demand. These 

costs are not just a result of inflationary 
pressure but based on the underlying physics 
and complexity of these new nodes.

The next aspect of the slowdown in node 
introductions is that scaling factors are 
diverging between different intellectual 
property (IP) types, with static random-
access memory (SRAM) and especially 
analog circuits lagging well behind the 
scale factors of logic. This leads to the chip-
level view of area scaling where, with a 
mix of logic, SRAM and analog content, 
we will not be able to shrink chip designs 
appreciably toward the end of this decade. 
This illustrates that the irresistible force 
of compute demand is colliding with the 
immovable object of device physics, creating 
an environment where new architecture 
approaches and non-device innovations are 
critical for our ecosystem.

It is now recognized that conventional 
computing is approaching fundamental limits 
in energy efficiency. Historical trends show 
that general purpose CPU energy efficiency 
worsens with higher performance, so new 
approaches are required (Figure 1). We are 
also finding new approaches to reduce energy 
for compute. Modular design, chiplets and 3D 

T

Figure 1: AMD’s efficiency goal for HPC/AI applications.
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stacking are the next frontier for efficiency 
gains. Application-specific optimization 
provides better performance-per-Watt. The 
last five years show an industry efficiency 
improvement rate of 12X for HPC and AI 
nodes. The AMD goal is to dramatically 
accelerate this improvement rate to 30x  
by 2025.

So, we have the bright future of exploding 
compute demand and simultaneously the 
dark cloud of technology headwinds. The 
trillion-dollar question is how to architect, 
design, and build future systems that solve 
these challenges. The answer is increasingly 
clear that modular, multi-chip design is a 
fundamental enabler. Systems must be more 
specialized for the task they are running. 
General purpose is no longer generally 
applicable. We need efficient accelerators, 
and we need economically viable ways to 
continue to deliver this performance in the 
face of the formidable cost trends. Let us 
take a closer look at what modular design 
can do, and what the enabling technology 
requirements are.

Let us start off with the magic of chiplet-
based design, which is becoming much more 
pervasive. AMD led the way in this approach 
with our heterogeneous technology server 
and desktop products back in 2019. An initial 
motivation for chiplets was economics. 
Back in the day, Moore’s Law enabled a 
doubling of transistors and capability in 
each generation, and all was good. Lately, 
this has not worked out as well. With shrink 
factors slowing down while compute demand 
has not, die sizes have been growing at an 
unsustainable rate.

With chiplets, we can split a formerly 
monolithic system-on-chip (SoC) into 
two components to improve performance. 
However, this results in a non-trivial 
overhead associated with “chipletizing” the 
design. Each die needs test capability, power 
management, and an interface so it can 
talk to the other chiplets. These interfaces 
will not be as small, low latency, or power 
efficient as on-die wires; therefore, the 
architecture needs to accommodate new 
boundaries and complexity.

To illustrate benefits of the chiplet 
approach, let us consider the yield dynamics. 
With a single large die and a fixed number 
of defects on a wafer, we yield a small set of 
functional SoCs for a wafer’s worth of chips 
(Figure 2). As soon as we split that big SoC 
up into, say, four chiplets, the yield dynamics 
start to work in our favor. The same number 
of defects now just take out a small chiplet, 
and we can use our wafer sort capabilities 
to select the good ones and build more 
functional SoCs from the same silicon. This 
is one factor that has helped AMD to meet 
market demand better when wafer supplies 
are so constrained.

We also gain the flexibility of building 
chiplet SoCs with varying numbers of chiplets 
to address different markets. Perhaps a less 
obvious benefit is that we can cherry pick 
faster chiplets from the wafer and assemble 
them into higher-performance and higher-
priced SoCs for customers who want, and will 
pay for, the greatest performance possible.

The benef its descr ibed above are 
substantial, though modular design is bigger 
than just decomposing an SoC into chiplets. 

We want to build tailored products for specific 
markets by mixing and matching chiplet 
types. Some chiplets can be general purpose 
CPUs, others can be more specialized. We 
can now specialize a domain-specific chiplet 
and include more or fewer of them for a 
given product. However, the success of this 
approach is heavily dependent on the package 
technologies used to assemble these dice and 
enable them to communicate with each other.

Package architectures
Many package architectures exist in the 

industry to enable die-to-die interconnections 
across various product segments (e.g., 
mobile, PC, server, and desktops) (Figure 3).

Examples include:
• Mu l t i -  c h i p  m o d u le  ( MC M ) 

architectures from AMD and other 
industry players.

• Other 2D architectures based on 
redistribution layer (RDL)-like 
interconnects (or 2D-organic) like 
integrated fan-out with redistribution 
layer (INFO-R), and fan-out chip-on-
substrate (FoCoS).

• 2D silicon-based architectures like 
embedded multi-die interconnect 
bridge (EMIB), AMD’s elevated fan-
out bridge (EFB), Integrated fanout 
with integration of an LSI (INFO-L), 
and Si interposer where the die-to-
die interconnect is achieved using 
passive Si; as well as

• 3D architectures — def ined as 
active-on-active Si stacking, such as 
the AMD 3D V-Cache™, Foveros/

Figure 2: High-level approach to chiplets.
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omni-directional interconnect (ODI), 
wafer-on-wafer (WoW) architecture 
found in image sensors and the 
memory markets.

Chiplet package architecture choice is not 
a one size fits all approach, rather it is made 
based on specific power, performance, area, 
and cost (PPAC) requirements per product. 
A critical dimension of making this all work 
is driving the overhead of those interfaces 
down. One way to quantify this is to tabulate 
the linear interconnect density and the areal 
interconnect density of packaging approaches 
(Figure 4).

MCMs are great, low-complexity designs, 
but the low connection density of this 
technology limits its applications to specific 
boundaries for the chiplets. For instance, the 
AMD EPYC™ and Ryzen™ lines chose 
to put the CPU cores on one chiplet and 
the IO and memory interfaces on another 
one. This works with MCM because the 
CPU bandwidth requirements are relatively 
modest and can be supplied across highspeed 
SERDES routes.

To accomplish more exotic SoC chiplet 
configurations, higher bandwidths are 
required. In the middle of Figure 4 is an 
example Radeon Instinct™ design, which 
requires high-bandwidth memory to feed the 
compute engines. To supply over a terabyte 
per second of bandwidth to memory, a 

higher density interconnect is required. We 
chose passive silicon interposers for the first 
instance, and most recently, the elevated fan-
out bridge approach.

The holy grail of chiplet architecture is 
of course 3D stacking. The 3D hybrid bond 
approach that we have recently introduced 
with AMD 3D V-Cache™ provides 
dramatically higher bandwidth density, 
which has enabled us to connect a 64MB 
cache chiplet directly on top of the 32MB of 
existing cache, which required thousands of 
signals—so the package technology choice is 
very specific to the architecture. The choice 
can be visualized in a simplified way. The 
higher density package technologies are more 

expensive because they require more precise 
patterning and many more processing steps; 
however, with that density comes the benefits 
of a reduction in interface area, and of course, 
lower energy for data movement. Chipletizing 
comes with the overheads including IO area, 
additional design effort and complexity, 
additional assembly and testing steps. Getting 
to the right architecture requires that we must 
ensure that the value of our newly modular 
solution with its configuration flexibility and 
yield has benefits that more than outweigh 
the costs. Getting this right is a highly multi-
disciplinary endeavor, requiring engineers 
from different domains to rapidly iterate and 
provide solutions in new ways.

Figure 3: Sample package architecture options for die-to-die chiplet interconnects.

Figure 4: Improving key parameters that drive high-performance computing forward.
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AMD elevated fan-out bridge 
architecture 

To illustrate the result of one of these 
optimization challenges, let us focus on 
the implementation of a new package 
architecture called elevated fan-out bridge 
(Figure 5) that we recently announced for 
the MI200 GPU compute product. As noted 
earlier, these products require terabytes of 
memory bandwidth and therefore need denser 
connections than organic packages provide. 
One industry approach is shown on the left 
in Figure 5 that embeds the silicon bridge 
die, containing the interconnect wires, into 
a cavity carved out of the organic package. 
This has better electrical behavior than legacy 
2.5D silicon interposer approaches because it 
does not require through-silicon vias (TSVs) 
though does come with challenges associated 
with the substrate embedding approach.

We decided to develop a cleaner approach 
that elevates that silicon bridge to live in the 
shadow of copper pillar bumps. We can thin 
these silicon bridges down so that there is no 
significant height impact to the compute die. 
We now avoid having to carve out a cavity 
in the substrate and can also lithographically 
define this module as a unit without dealing 
with micro bumps on the substrate. Getting 
better placement accuracy with this method 
provides an example of the evolution of 
package technologies and the innovation going 
on in this space. Chiplet designs can get quite 
complex with eight high-bandwidth memory 
(HBM) stacks, two compute die chiplets, and 
the elevated fan-out bridges (EFBs) to connect 
them. By choosing a technology that is robust 
and manufacturable, we have been able to 
deploy the tens of thousands of these required 
for the Frontier supercomputer.

AMD 3DVCache™
As computer architects know well, large 

on-die L3 caches can provide instructions 
per clock (IPC) uplifts for CPU performance, 
which is especially important in today’s world 
of ever-increasing appetites for compute and 
for large data sets. Not surprisingly, as we 
survey products across the industry over 
the past decades, there has been a steady 
increase in on-die cache sizes. So that 
begs the question, can this trend continue 
indefinitely? In fact, why is it that the on-die 
cache integration is starting to slow?

The answers to these questions lie in the 
barriers to large on-die caches. As noted 
earlier, Moore’s Law slowdown impacts 
different silicon functions differently. Analog 
circuits have not scaled much into the 
advanced nodes, and SRAMs, upon which 
on-die caches are largely based, are also not 
scaling as well as logic.

Increasing the on-die cache capacity, 
which also increases the die size and lowers 
the yield, is becoming increasingly cost 
prohibitive and also becomes a challenge 
for product flexibility. The performance 
afforded by large caches is important for 
some markets, though it can be overkill for 
other market segments to bear the added 
cost. Finally, larger area also means longer 
data path distances, which increases cache 
access latency power and can offset the 
performance gains.

Up to this point, chiplet integration had 
mostly meant 2.5D integration. For example, 
in a hypothetical CPU with a large cache, 
one can separate part of the cache into a 
separate die, or chiplet, and place them side 
by side. The smaller die sizes can improve 
yield, and therefore the cost, and it provides 

the flexibility to have the CPU die with a 
smaller cache as a standalone product to 
address different markets.

 As valuable as these benefits are, 
extending chiplet integration to 3D can break 
even more barriers. By placing the dies on 
top of each other, you can have the added 
capacity without the added lateral distance, 
so you can keep the latency low, and the 
dynamic power low by freeing up valuable 
space inside the package. You can also fit 
more cores and more transistors within a 
given package size. All these incentives led 
to the creation of the AMD 3D V-Cache™—
the industry’s f irst high-performance 
processor product with 3D integration based 
on hybrid bond technology.

The AMD V-Cache™ consists of three 
main components. The first one is the 
“Zen 3” CPU core complex die (CCD). It is 
manufactured using TSMC 7nm FinFET 
technology. Each CCD contains eight cores 
in a core complex (CCX) and the eight cores 
share a 32MB L3 cache.  It was able to 
achieve a 19% average IPC uplift over the 
previous “Zen 2” design, and it has a die size 
of 81mm2 (Figure 6). What is important to 
point out here is that the AMD 3D V-Cache™ 
support, both architecturally and physically, 
was planned for and integrated into the CCD, 
from the beginning of “Zen 3” design.

The second component of the AMD 3D 
V-Cache™ is the extended L3 Die (L3D). 
Like the CCD, it was also built using TSMC 
7nm FinFET technology. It has a die size of 
41mm2, which is roughly half of the CCD 
die size. The sizing was intentional to allow 
the L3D to fit over the CCD’s L2 and L3 
cache area. The relatively low power density 
of the caches allowed the thermal impact 

Figure 5: 2.5D “bridge” architecture landscape.
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because of overlapping the two dies from 
becoming a limiter.

The final component of the AMD 3D 
V-Cache™ is the structural die. Two 
structural dies, which are dummy silicon 
dies, are placed over the CCD area not 
covered by the L3D (Figure 7). The 

structural dies serve two purposes: 1) as 
the name implies, they provide structural 
support for the thinned down CCD die; and 2) 
because silicon is a good thermal conductor, 
the structural dies are also used for thermal 
dissipation from the high-frequency, high-
power density CPU cores to the heat sinks.

A closer look at the AMD 3D V-Cache™ 
hybrid bond technology is shown in Figure 8. 
It uses the TSMC-SoIC™ process. The image 
shows the backside of the face-down bottom 
die, and the face-down top die hybrid-bonded 
onto the bottom die. The Cu interface between 
the dies is called bond pad metal (BPM), 
which connects to the TSV from the bottom 
die. On the other side of the BPM is the bond 
pad via  (BPV), which is used to connect the 

BPM to the Cu metal 13. It is through these 
TSV, BPM, and BPV structures that power 
delivery and signals are exchanged between 
the top and bottom dies. The technology 
supports a 9μm minimum TSV pitch.

Physically, the CCD is placed face 
down with C4 interfaces to the substrate. 
The backside of the CCD is thinned down 
to reveal the TSVs, which serve as the 
interconnects to the L3D. The L3D is then 
also placed face-down and hybrid-bonded to 
the back of the CCD. Finally, the structural 
dies are placed on the two sides of the CCD 
and oxide-bonded to the CCD. Please note, 
this hybrid bond technology differs from the 
common 3D approach of connecting the dies 
through micro-bumps.

Now, we compare the AMD Cu-based 
3D architecture versus the current best 
in class solder-based micro-bump 3D 
architecture (Figure 9). Solder-based micro-

bump technology with tall TSVs is based 
on traditional solder-based packaging 
technologies and can scale from 50μm to 
~36μm and is acceptable for low-bandwidth 
applications. AMD 3D chiplet architecture, 
as shown to scale relative to micro-bump 
technology, by contrast, uses silicon fab-
like manufacturing methods with back-
end design rule-based TSVs with Cu-
only interconnects without the presence of 
solder. This is a transformational point in 
the industry’s advanced packaging journey, 
where interconnect technologies are now 
being enabled using silicon fab-based 
techniques to enable extreme bandwidth 
architectures. As a result of the extreme 
scaling, we are also able to achieve >3x 
higher interconnect energy efficiency, >15x 
higher interconnect density, as well as better 
signal and power performance compared to 
micro-bump 3D architectures.

Figure 6: AMD 3D V-Cache™ components: CCD.

Figure 7: AMD 3D V-Cache™ components: 
structural die.

Figure 8: 3D V-Cache™: bringing it together.
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Regarding “Zen 3” cache hierarchy, 
each core has a 32KB I-cache and a 32KB 
D-cache, along with a private 512KB L2 
cache. There are eight cores per CCD, and all 
eight cores share a 32MB L3 cache. The L3 
cache is 16-way set associative, with a 32B/
cycle interface to each core. DECTED ECC, 
which can correct double bit errors and detect 
triple bit errors, is included for enhanced data 
reliability. When the L3D is bonded on top 
of the CCD, it expands the 32MB shared L3 
cache to 96MB. The 96MB cache continues 
to be shared between the eight cores, and it 
continues to be 16-way set associative. It also 
maintains the L3’s 32B/cycle interface to each 
core, which provides more than 2TB of total 

L3 bandwidth per second. Despite tripling 
the L3 size, AMD 3D V-Cache™ only adds 
four cycles of additional latency, which can 
only be achieved through 3D stacking.

Power delivery was a key architecture 
focus when we architected AMD V-Cache™. 
The CCD has three primary power supplies 
(Figure 11) – there is RVDD in orange, 
which is the raw, ungated supply upon which 
the L3 cache logic runs. Then there is VDD, 
which each core regulates independently 
from RVDD. Finally, there is VDDM, which 
is the supply for the L2 and L3 SRAM bit 
cells. Of course, there is also VSS, which is 
shown in grey in the diagram (Figure 11). 
When the L3D is stacked onto the CCD, 

both RVDD and VDDM are delivered to the 
L3D through power TSVs. To better convey 
the power delivery RDL, the construction in 
Figure 11 is flipped upside down with the top 
L3D die on the bottom. RVDD supplies the 
logic portion of the L3D die, while VDDM 
powers the SRAM bit cells. The power TSVs 
are primarily placed in the channels between 
the SRAM macros in the CCD.

The SRAM arrays on the L3D die consist 
of 512 128KB data macros, and 1088 6KB 
tag and the (LRU) macros located near the 
signal TSV columns. It is a dual-rail design 
using VDDM for the SRAM bitcells and 
RVDD for the peripheral circuits. As added 
power can negatively impact performance 
in a power constrained environment, the 
L3D arrays are optimized not only for high 
density, but for low power as well. To that 
end, the SRAM arrays on the L3D uses 
extensive power reduction features.

3D interface signals are extremely simple 
flop-to-flop signals that can be enabled only 
with the use of a hybrid-bonded architecture 
with its low parasitics. On the transmission 
side, the signal after leaving the f lop is 
buffered and sent through the TSV to the 
other die. On the receiving side, the signal 
first goes through a minimal electrostatic 
discharge (ESD) circuit to protect against 
ESD events that can occur during the 3D 
assembly process. The signal then goes 
through an isolation circuit, which properly 
isolates the interface signal that would be 
floating when the other die is not attached. 

Figure 10: Vision for enabling new architectures with future 3D stacking innovations.

Figure 9: AMD hybrid-bonded 3D chiplet architecture comparison to solder-based 3D architectures.
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Endnotes
1. A M D 3D Ch iple t  Tech nolog y 

-Competition 3D architecture picture 
from SystemPlus. Intel Core i5-
L16G7: the first utilization of Intel’s 
Foveros Technology with Package-on-
Package configuration in a consumer 
product.. https://www.systemplus.fr/
reverse-costing-reports/intel-foveros-
3d-packaging-technology/

2. MLNX-001R: EDA RTL Simulation 
comparison based on AMD internal 
testing completed on 9/20/2021 
measur ing the average t ime to 
complete a test case simulation. 
Comparing: 1x 16C 3rd Gen EPYC 
CPU w it h  A M D 3D V- Ca che 
Technology  versus 1x 16C AMD 
EPYC™ 73F3 on the same AMD 
“Daytona” reference platform. Results 
may vary based on factors including 
silicon version, hardware and software 
configuration and driver versions.

3. MLNX-021R: AMD internal testing 
as of 09/27/2021 on 2x 64C 3rd Gen 
EPYC with AMD 3D V-Cache 
(Milan-X) compared to 2x 64C AMD 
3rd Gen EPYC 7763 CPUs using 
cumulative average of each of the 
following benchmark’s maximum test 
result score: ANSYS® Fluent® 2021.1, 
ANSYS® CFX® 2021.R2, and Altair 
Radioss 2021. Results may vary.

4. MLN-075A: Altair™ Radioss™ 
comparison based on AMD internal 
testing as of 09/27/2021 measuring 
the time to run the neon, t10m, and 
venbatt test case simulations using 
a server with 2x AMD EPYC 75F3 

Finally, the incoming signal is captured by a 
flop. What is interesting here is the simplicity 
and the compactness of the fully-digital IO 
circuitry, which contributes to the power 
efficiency and low latency of this hybrid-
bonded 3D interface. So how does this 
translate to performance? In a desktop gaming 
system, AMD 3D V-Cache™ delivered on 
average 15% faster gaming performance 
when compared with its non stacked Ryzen™ 
counterpart. This 15% is truly a generational 
leap in performance, which in the past has 
been enabled only by silicon node transitions.

Milan-X server implementation of the 
AMD V-Cache™ architecture enables three 
times the L3 cache compared to standard 
Milan processors. This additional L3 cache 
relieves memory bandwidth pressure and 
reduces latency –that in turn dramatically 
speeds up application performance. 

3D stacking: future and challenges
3D cache stacking over CPU cores is just 

the beginning of the 3D journey (Figure 10).
The future of 3D stacking is a function of 

TSV pitch and can spawn many architectural 
innovations including IP-on-IP stacking, 
macro-on-macro stacking, IP folding/
splitting, as well as circuit-level slicing 3D 
stacking technology progression. These 
innovations, along with other advanced 
packaging techniques, will enable beyond-
Moore’s-Law scaling this decade and enable 
complex heterogeneous integration schemes 
not possible even with monolithic designs.

There are multiple challenges to enable 3D 
chiplet architectures. All these chiplets need 
to be tested thoroughly before assembly or 
we throw away the entire expensive module. 
Stacking encounters challenges with higher 

power densities. This predicament comes 
along at the same time as Moore’s Law is 
doing less and less for power. Managing and 
mitigating thermal issues is going to be an 
interesting and exciting area for innovation, 
along with power delivery solutions and high 
current densities across multiple dice means 
a 3D power grid, among other things. All 
our tricks of integrated regulators and power 
gating will need to be deployed to support the 
power demands of all the layers in the design. 
Silicon and package are merging with this 
architecture. Enabling the right design tools 
that can seamlessly move from system to 
package to C4 to 3D interface, to truly deliver 
the best-in-class DTCO, is critical.

Finally, as mentioned at the outset, 
performance is delivered at the system level, 
and these heterogeneous modular SoCs will 
need to be connected with the right software 
to deliver system-level performance where 
an increasing amount of differentiation can 
be delivered.

Summary
We are truly at a new era of computing. 

Design and innovation must take a step up. 
The new paradigms will combine traditional 
CPU compute engines heterogeneously with 
accelerators, using continuously evolving and 
improving package technology to enable levels 
of integration that today are at the board level. 
In the future, they will be at the integrated 
modular silicon level. System architectures, 
previously only in massive supercomputers, 
are now coming to the masses. It will be an 
incredibly exciting next era of computing 
innovation driven by advanced packaging and 
I look forward to the opportunities ahead!

Figure 11: Schematic of 3D AMD V-Cache™ power delivery.
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theoret ical memory bandwidth 
pe r for mance.  MI250/ MI250X 
memory bus interface is 4,096 
bi t s  t i mes  2  d ie  a nd memor y 
data rate is 3.20 Gbps for total 
memory bandwidth of 3.2768 TB/
s ((3.20 Gbps*(4,096 bits*2))/8). 
The highest published results on 
the NVidia Ampere A100 (80GB) 
SXM GPU accelerator resulted in 
2.039 TB/s GPU memory bandwidth 
performance. https://www.nvidia.
com/content/dam/en-zz/Solutions/
Data-Center/a100/pdf/nvidia-a100-
datasheet-us-nvidia-1758950-r4-
web.pdf

10. MI200-15A - Testing Conducted 
by  A M D p e r fo r ma nce  l ab  a s 
of 10/7/2021, on a single socket 
Optimized AMD EPYC™ CPU 
server, with  4x AMD Instinct™ 
MI250X OAM (128 GB HBM2e) 
560W GPUs with AMD Infinity 
Fabric™ technology, using LAMMPS 
ReaxFF/C, patch_2Jul2021 plus 
AMD optimizations to LAMMPS 
and Kokkos that are not yet available 
upstream resulted in a median score 
of  4x MI250X = 19,482,180.48 
ATOM-Time Steps/s Vs. Dual AMD 
EPYC 7742@2.25GHz CPUs with 
4x NVIDIA A100 SXM 80GB 
(400W) using LAMMPS classical 
molecu la r  dy na m ics  pack age 
Re a x F F/C ,  p a t ch _10Fe b2021 
resulted in a published score of 
8,850,000 (8.85E+06) ATOM-Time 
Steps/s. https://developer.nvidia.
com/hpc-application-performance 
19,482,180.48/8,850,000=2.20x 
(220%) the/1.2x (120%) faster. 
Container details found at: https://
ngc.nvidia.com/catalog/containers/
h p c : l a m m p s  I n fo r m a t i o n  o n 
LAMMPS: https://www.lammps.
org/index.html Server manufacturers 
may vary configurations, yielding 
different results. Performance may 
vary based on use of latest drivers 
and optimizations. 

matrix (FP32), 23.1 TFLOPS  peak 
theoretical single precision (FP32), 
184.6 TFLOPS peak theoretical 
half precision (FP16) floating-point 
performance. Published results on the 
NVidia Ampere A100 (80GB) GPU 
accelerator, boost engine clock of 
1410 MHz, resulted in 19.5 TFLOPS 
peak double precision tensor cores 
(FP64 Tensor Core), 9.7 TFLOPS peak 
double precision (FP64). 19.5 TFLOPS 
peak single precision (FP32), 78 
TFLOPS peak half precision (FP16), 
312 TFLOPS peak half precision (FP16 
Tensor Flow), 39 TFLOPS peak Bfloat 
16 (BF16), 312 TFLOPS peak Bfloat16 
format precision (BF16 Tensor Flow), 
theoretical floating-point performance.  
The TF32 data format is not IEEE 
compliant and not included in this 
comparison. https://www.nvidia.com/
content/dam/en-zz/Solutions/Data-
Center/nvidia-ampere-architecture-
whitepaper.pdf, page 15, Table 1. 

8. MI200-02 - Calculations conducted 
by AMD Performance Labs as of 
Sep 15, 2021, for the AMD Instinct™ 
MI250X  accelerator (128GB HBM2e 
OAM module) at 1,700 MHz peak 
boost engine clock resulted in 95.7 
TFLOPS peak double precision matrix 
(FP64 Matrix) theoretical, floating-
point performance. Published results 
on the NVidia Ampere A100 (80GB) 
GPU accelerator resulted in 19.5 
TFLOPS peak double precision (FP64 
Tensor Core) theoretical, f loating-
point performance. Results found at: 
https://www.nvidia.com/content/dam/
en-zz/Solutions/Data-Center/nvidia-
ampere-architecture-whitepaper.pdf, 
page 15, Table 1. 

9. MI200-07 - Calculations conducted 
by AMD Performance Labs as 
of Sep 21, 2021, for the AMD 
Inst inct™ MI250X and MI250 
(128GB HBM2e) OAM accelerators 
designed with AMD CDNA™ 2 
6nm FinFet process technology at 
1,600 MHz peak memory clock 
resulted in 3.2768 TFLOPS peak 

versus 2x Intel Xeon Platinum 8362. 
Neon crash impact is the max result 
test case. Results may vary. 

5. MLN-080B: ANSYS® CFX® 2021.1 
comparison based on AMD internal 
testing as of 09/27/2021 measuring 
the average time to run the Release 
14.0 test case simulations (converted 
to jobs/day - higher is better) using 
a server with 2x AMD EPYC 75F3 
utilizing 1TB (16x 64 GB DDR4-
3200) versus 2x Intel Xeon Platinum 
8380 utilizing 1TB (16x 64 GB DDR4-
3200). Results may vary. 

6. MLN-130A: ANSYS® Mechanical® 
2021 R2 comparison based on AMD 
internal testing as of 09/27/2021 
measuring the average of all Release 
2019 R2 test case simulations using 
a server with 2x AMD EPYC 75F3 
versus 2x Intel Xeon Platinum 8380. 
Steady state thermal analysis of a 
power supply module 5.3M (cg1) is 
max result. Results may vary.

7. MI200-01 - World’s fastest data center 
GPU is the AMD Instinct™ MI250X. 
Calculations conducted by AMD 
Performance Labs as of Sep 15, 2021, 
for the AMD Instinct™ MI250X 
(128GB HBM2e OAM module) 
accelerator at 1,700 MHz peak boost 
engine clock resulted in 95.7 TFLOPS 
peak theoretical double precision 
(FP64 Matrix), 47.9 TFLOPS peak 
theoretical double precision (FP64), 
95.7 TFLOPS peak theoretical single 
precision matrix (FP32 Matrix), 47.9 
TFLOPS peak theoretical single 
precision (FP32), 383.0 TFLOPS 
peak theoret ical half precision 
(FP16), and  383.0 TFLOPS peak 
theoretical Bfloat16 format precision 
(BF16) floating-point performance. 
Calculations conducted by AMD 
Performance Labs as of Sep 18, 2020 
for the AMD Instinct™ MI100 (32GB 
HBM2 PCIe® card) accelerator at 1,502 
MHz peak boost engine clock resulted 
in 11.54 TFLOPS peak theoretical 
double precision (FP64), 46.1 TFLOPS 
peak theoretical single precision 
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Semiconductor test: staying ahead of nanodevices
By Tucker Davis, Brian Brecht  [Teradyne]

n the semiconductor fabrication 
process ,  eng ineers  cont inue 
to innovate, enabling smaller 

transistors and higher density circuits. 
The transition to FinFETs allowed 7nm 
and 5nm processes to realize circuits 
of amazing density, and the progress 
of 3nm and gate-al l-around (GAA) 
transistors provides a clear path for 
future advancement of digital circuit cost 
reduction and performance improvement. 

As higher transistor counts lead to 
devices that are larger and more complex, 
there is increased pressure to achieve 
bet ter test throughput and yields to 
maintain manufacturing cost efficiency. 
Here, we will explore how innovations to 
the signal and power delivery architectures 
will allow semiconductor manufacturers 
to achieve better throughput and yield to 
manage overall costs.

Processing demand: no sign of 
slowing

The past two years have witnessed 
u n p r e c e d e n t e d  g r o w t h  i n  t h e 
semiconductor  i ndust r y d r iven by 
advances in artificial intelligence (AI), 
natural language processing, automated 
ve h ic l e s ,  a n d  a u g m e n t e d / v i r t u a l 
reality. All of these applications require 
enormous computational processing and 
communications bandwidth to make sense 
of the proliferation of sensing and real-
world interfaces, which depend heavily 
on advancements in semiconductors. 
We’ve witnessed the results as trends 
in processors move to the forefront of 
semiconductor processing, adding new AI 
cores and increasing quality standards at 
very high volume while controlling costs.

F i g u r e  1  [ 1 ]  i l l u s t r a t e s  t h e 
histor ical growth of t ransistors per 
microprocessor, demonst rat ing that 
the pace of processing demand, as 
expressed by device complexity, has 
continued on an exponential growth 
path for 50 years. We see no signs of 
the demand for more processing power 
slowing. With transistor counts reaching 
the 100s of billions per die, we must 

turn our focus to how these devices will 
be designed and tested to keep up with 
this growth in complexity.

From FinFET to GAA
Looking forward, GAA is shaping up 

to be the enabler for transistor count to 
continue increasing, ensuring complexity 
continues its exponential growth and with 
it, an expansion of test requirements. The 
new nanowire or nanosheet structures 
forming GAA allow more transistors in 
each device, but also bring new defects, 
in addition to complexity. At a high level, 
GAA boosts transistor density, which 

increases test vectors and test times, 
and creates a higher need for repair and 
trim. This drives new test challenges in 
terms of signal delivery to the device 
under test (DUT), which are summarized 
in Table 1. This new set of challenges 
will be disruptive to many traditional 
test strategies, but a new generation of 
automatic test equipment (ATE) systems 
are available to meet these requirements.

Modern automatic test equipment 
has extremely dense inst ruments to 
measu re and provide thousands of 
high-performance signals and power 
supplies to a wide variety of devices 

Figure 1: 42 years of microprocessor trend data. SOURCE: [1]

Table 1: Summary of test challenges for GAA devices.
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under test. A typical, mult iple-site, 
digital ATE configuration has thousands 
of digital channels, thousands of amps 
of power, and tens of thousands of 
interconnections. To house this many 
signals, measurement units, sources, 
and supporting electronics, along with 
cooling to maintain constant temperature 
on  i n t eg r a t ed  c i r cu i t s  ( ICs)  a f t e r 
calibration, the tester volume is on the 
order of a cubic meter. The DUT size, 
packaged or wafer, is on the order of 
square millimeters. There is a significant 
architectural challenge to “funnel” the 
thousands of signals and power supplies 
from an area in meters to millimeters, 
while maintaining full performance, 
and making the DUT interface board or 
probe card producible.

By looking back through the past 
dozen years, interface board complexity 
typically doubles every four years. The 
doubling of complexity is seen across 
many different at tr ibutes: site count 
increases, via count, pin pitch reduction, 
application circuit ry, signal speeds, 
power distribution network impedances, 
and more. The modern-day interface 
board is as, or more, complex than the 
instrumentation in the ATE. The ATE 
architecture needs to be able to keep up 
with these increasing DUT demands, 
while providing a path to fast-turn, 
acceptable and predictable yield, highly-
reliable, interface board builds.

The complexity trend has been based 
on two times the performance and two 
times the pins, every 4 years, or what we 
call “2x4 scaling,” as seen in Figure 2, 

which compares two design examples 
from 2010 and 2020. A ten-year span 
of  t ime is  2 .5  complex it y  pe r iods 
and therefore, the expectation is the 
attributes will be 10x or more difficult. 
Some attributes are significantly higher 
than 10x and others below, but taken in 
the aggregate, the design differences 
demonstrate this “2x4 scaling” trend. As 
we project out in time, the next 10 years 
will likely exhibit a similar increase in 
attribute difficulty. The key question is: 
how do we recognize and interpret device 
trends to engineer ATE and interface 
solutions that meet those increasingly 
difficult requirements?

Translating transistor technology to 
interface requirements

Transistor scaling has resulted in a 
consistent decrease in power rail voltage 
from 5V at the 0.35µm planar transistor 
node (ci rca 1995) down to 0.8V or 
lower with the recent N7 (7nm) FinFET 
transistor node. This translates to an 8% 
reduction per year in power rail voltage. 
The projections are the power rail voltage 
will continue to decrease with the GAA 
transistor architecture and by 2030, 
typical power rails in high-performance 
digital applications will be 0.5V or lower.

The reduction in power rail voltage 
inf luences the power integrity of the 
device, which is the combination of the 
ATE power supply and interface board 
power impedance. Even though the power 
rail voltage is decreasing, the transistor 
density is increasing, which results in 
the total power rail current staying flat or 

slightly increasing for a given application. 
This means power rail impedance must 
decrease at the same rate or more than the 
decrease in power rail voltage to avoid 
device “brown out” events under heavy 
parallel scan loads, or even worse, power 
rail voltage spikes that could damage the 
device because of transistor over-stress.

Take a basic case of a 0.8V power 
rail with a total rail current of 50A peak 
during the parallel scan execution. To 
achieve a target of 10% droop and kick 
response requires a power impedance 
of no greater than 1.6mΩ across the 
operating frequency range. To maintain 
the same 10% droop and kick response 
at 0.5V power rail voltage with the 
same 50A peak current requires a power 
impedance of 1mΩ—a 38% reduction. 
If the current increases to 80A as more 
transistors are packed in the device, 
consistent with transistor scaling trend 
to date, the power impedance must be 
0.63mΩ—a 61% reduction.

If the impedance reduction is not met, 
the consequences could be significant. 
In one scenar io, the way increased 
impedance will manifest itself is the 
scan test results will become unstable 
f rom device to device or lot to lot , 
thereby impacting yield. One strategy 
to compensate and achieve stable scan 
results and yield is to reduce the scan 
clock rate or reduce the number of parallel 
scan execution blocks to reduce the peak 
current load. The effect of this strategy 
is longer test times, however, given the 
high cost of lost yield, this is preferable to 
throwing away good die.

Figure 2: Complexity trend for two examples of 2X4 scaling. SOURCE: Teradyne
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Supporting DUT trends with ATE 
architecture

The ATE and device interface board 
(DIB) a rch itect u res a re cr it ical  to 
the ability to sufficiently test current 
and future devices. The following are 
examples of architectures that enable the 
DUT trends discussed in this article.

Cleaner paths from instruments to 
DUTs and to application circuitry. 
A t r a d i t iona l  i n t e r face  boa rd  ha s 
instruments connecting to extremely 
dense “clusters” of f unct ion t ypes 
(power, digital, analog, utility signals, 
etc.), as illustrated in Figure 3a. As 
site and channel counts increase, a 
large number of signals must cross over 
each other. The crossovers increase 
layer counts and signal losses, make 
site to site test correlation diff icult, 
a nd  a dd  t i me  t o  rou t e  t he  boa rd . 
By rot a t i ng the or ient at ion of  t he 
inst r uments 90 degrees relat ive to 
the DUT, the signals are organized in 
”strips,” instead of “clusters,” as seen 
in Figure 3b. Consequently, the routing 
from instrument to the DUT area is 
significantly improved into clean routing 
channels. This results in improved route 
utilization per layer and the ability to 
implement a clean “site copy” approach 
to DUT layout, which then aids in site-
to-site matching and device correlation.

Higher-performance instruments 
and de l iver y  paths  to  the  DI Bs . 
Another DUT requirement the ATE 
must address is the need for extremely 
fast responding voltage sources. These 
voltage sources have loop responses 
reaching into the Megahertz frequency 
range. By reaching this speed, there 
is no need to use space on the DIB for 
bulk capacitance in the multiple farads 
using tantalum or aluminum electrolytic 
capacitors to maintain acceptable droop, 
kick, and settling time at the DUT. This 
space savings can be used for more 
higher-frequency ceramic caps, or more 

DUTs and application circuitry. Another 
benefit of the reduced total capacitance 
is less damage to probes because of the 
possibility of the high energy storage 
of the capacitor being released rapidly, 
causing needle or socket pin burn. Table 
2 compares traditional solutions with 
better solutions for satisfying stable 
DUT voltages across a wide frequency 
range of transient currents.

The elimination of the large-value bulk 
capacitor packages also reduces the chance 
of resonances in the frequency response of 
the power network when combined with 
the high-frequency capacitors. Resonance 
can happen if there is a significant gap in 
the self-resonant frequencies of different 
capacitor banks on the board.

Capacitors and their connections to 
the board can be simplified into a series 
model of capacitance (C), equivalent 
series resistance (R), and equivalent 
series inductance (L). Impedance (Z) 
of an ideal capacitor is Zc=1/( jωC), 
where ω is 2π* frequency. Adding in 

the series equivalent R and L, adds the 
terms, Zl=jωL and Zr=R. Z total is these 
three terms in series. Z= R + 1/( jωC) 
+ ( jωL). Solving for magnitude, |Z| = 
square root {R^2 + [ωL – 1/(ωC)]^2}. 
At the frequency point where (ωL) = 1/
(ωC), the reactive terms cancel out, and 
all that remains is the R term. Typically, 
R is small, which sets a low impedance 
resonant point at that frequency.

Having a very large value capacitor in 
parallel with small value capacitors can 
set multiple resonant points as shown in 
Figure 4. Operating near these resonant 
points can have adverse or inconsistent 
results on power performance and test 
results. Reducing to fewer capacitor 
types can eliminate resonant frequency 
points. Another strategy is to add many 
different capacitor values, with varying 
self-resonant frequencies, to “fill in” the 
gap between the two resonance points. 
Th is method of ten requi res power 
integrity simulation to properly select 
capacitor values and quantities.

Figure 3: Power supply routing layer comparison for: a) (left) a classic DIB; and b) (right) a next-generation 
DIB. SOURCE: Teradyne

Table 2: Comparison of solutions for satisfying stable DUT voltages across a wide frequency range of transient currents.
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A n o t h e r  t r e n d  i n  D U T  p o w e r 
supplies is smaller resolution of amps 
per channels, with the ability to merge 
a higher number of channels together 
to  reach h igh peak cu r rent s .  T h is 
g ives f lexibi l ity for test st rategies 
to test different sections of the DUT 
independently, or merge into larger 
combined rails. The ability to measure 
and control power in subsections of a 
DUT provides added test control and  
data collection.

Ty pica l ly,  AT E p owe r  s up pl ie s 
are merged using a power plane on 
the device interface. An alternative 
t o  t h i s  t e c h n i q u e  i s  t o  s p l i t  t h e 
power rail into more, narrower paths 
compared to a fewer,  wider paths , 
but with several significant tradeoffs 
and consequences. The narrow paths 
require more space for power rail to 
power rail separation, as well as added 
room for more sense line routings. It 
is more diff icult to connect bypass 
capacitors into multiple small planes 
compa red  t o  fewer  l a rge r  pla nes . 
The narrow paths typically result in 
h igher inductance,  which leads to 
increased power rail impedance, and 
worse overa l l  d roop and recover y 
performance. Each power rail could 
ut il ize individual wide t races, then 
connect together inside the DUT along 
with their sense lines. Unfortunately, 
the added complexity of implementing 
this method often leads to more probe 
damage, not less.

Merg i ng suppl ie s  on t he  dev ice 
interface is accomplished by connecting 
voltage sources that are typically set up 
to equally share current between all the 
channels in a group. If the supplies were 
to be routed to the DUT individually and 
one of the channels has high-resistance 
probes, it will still force the same current 
as the other channels that have low-
resistance probes. The power dissipated in 
the high-resistance probes will eventually 
fail. In the case of a combined plane 
with the power rail, the current balances 
between the low- and high-resistance 
probes thereby preventing large power 
dissipation on an individual pin.

As an example of the d iscussion 
at the end of the previous paragraph, 
assume 10 probe pins, each nominally 
at 50mΩ, and the DUT requires 1V 
at  5A,  for  0.5A per  probe.  I n  th is 
case, the power dissipated per probe 
is I^2 * R = .05^2 * .5= 12.5mW. If 
one of the ten pins changes state from 
50mΩ to 1Ω (e.g., because of dir ty 
needle t ips), then in the individual 
wide t race per VS case, the cur rent 
per pin is still the same due to current 
shar ing, and that pin goes to I^2 * 
R = .05^2 * 1= 250mW, compared to 
the 12.5mW design target. This is a 
1900% increase in power dissipation, 
which will likely damage pins. It is 
impractical to derate the nominal pin 
power rating to handle this increase.

W he re a s ,  i n  t he  com mon pla ne 
for the VS rai l ,  the voltage on the 
interface and the DUT pad remains 
the same for each pin. The cur rent 
is redirected to the 9 pins at 50mΩ 
resulting in a current increase from 
0.5A/pin to 0.55A/pin, which is 15mW 
c o m p a r e d  t o  t h e  o r ig i n a l  d e s ig n 
target of 12.5mW. A standard design 
de r a t i ng  shou ld  a l low for  pi n s  to 
safely handle the 20% increase in 
power d issipat ion ,  or  more,  g iven 
careful planning and analysis. The 
best practice is to derate the power 
dissipation per pin to not exceed 50% 
of the design target. In this example, 
it takes more than 3 of the 10 pins 
with high resistances to exceed the 
derating target.

Figure 4: Impedance of capacitors in parallel vs. transient current frequency. SOURCE: Teradyne

Figure 5: Total test cost reduction summary. SOURCE: Teradyne

http://www.chipscalereview.com


3131Chip Scale Review   May  •  June  •  2022   [ChipScaleReview.com]

Better performance/improved 
architecture: best yield

T he goa l  of  t he  s ig na l  del ive r y 
i mprovement s  desc r ibed  above  i s 
o p t i m i z a t io n  of  t h e  ove r a l l  c o s t 
function. Traditionally, semiconductor 
test has been viewed as an added “cost 
of quality.” Many hours are devoted 
to highly optimizing the test process 
to reduce the cost of test, either by 
increasing throughput or lowering overall 
capital costs for the test cell and fixtures. 
The key is focusing test on optimizing 
yield through a balanced strategy of 
data analytics and yield learning, higher 
performing test solutions with improved 
accuracy and wider guard bands, or using 
test for trim and repair.

As seen in Figure 5, a breakout of a 
typical device, even on a relatively high-
yielding device, a minor improvement in 
yield (in this case 1%), produces almost 
10x the impact of the typical test cost 
optimizations, like reducing the hourly 
test cell cost, improving the overall test 
throughput by shortening the test time, or 
increasing parallel test efficiency.

A s t he  s e m ic onduc t o r  i ndu s t r y 
m a r c h e s  fo r w a r d  o n  t h e  p a t h  o f 
technological advances, the economics 
of the manufacturing process must adapt 
to the higher costs of the silicon used 
to implement it. The path to achieve 
the best possible yields is enabled by 
the best possible ATE architectures 
i n t eg r a t ed  w i t h  t he  be s t  poss ible 
interface performance.
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Status and outlook for fan-out wafer/panel-level 
packaging
By John H. Lau  [Unimicron Technology Corporation]

h e  b i g g e s t  d i f f e r e n c e 
between fan-out technology 
and f l ip -ch ip technology 

is that fan out needs to fabricate the 
redistribution layers (RDLs), but f lip 
chip uses the subst rate with RDLs. 
T he re  a re  a t  lea s t  t h ree  d i f fe rent 
formations of fan-out RDLs, namely: a) 
chip first with die face down;  b) chip 
first with die face up; and c) chip last (or 
RDL first). In this brief article, recent 
advances in fan-out are presented, such 
as: 1) RDL formations; 2) heterogeneous 
integration of the baseband chip and 
a nten na-i n -package  (A i P);  a nd 3) 
heterogeneous integration of photonic 
integrated circuits (PIC) and electronic 
i n t e g r a t e d  c i r c u i t s  ( E I C ) .  S o m e 
recommendations are also provided.

Chip first with die face down
F i g u r e  1  shows  a n  ex a m ple  of 

heterogeneous integration of four chips 
and four capacitors using chip-f irst 
with die face-down fan-out packaging 
[1]. The package size is 10mm x 10mm, 
which consists of one 5mm x 5mm 
chip, three 3mm x 3mm chips, and four 
0402-capacitors. The process f low is 
very simple. First, the chips are picked 
up and then placed face down on a 
temporary carrier with a double-sided 
thermal release tape. Then, the carrier 
and the chips are molded with epoxy 
molding compound (EMC) using the 
compression method and then post-
mold cured (PMC) before removing 
the carrier and the double-sided tape. 
Next comes building the RDLs from 
the Al or Cu pads on the chips. Finally, 
solder balls are mounted and the whole 
reconstituted carrier (with chips, EMC, 
RDLs, and solder balls) is diced into 
individual packages as shown Figure 1.

T h e r e  a r e  t w o  R D L s  i n  e a c h 
package. Each RDL consists of the 
photosensit ive polyimide dielect r ic 
layer  and the Cu conductor  layer. 
Because an under bump metal (UBM)-

less pad has been used for the solder 
ball, the Cu conductor layer of RDL2 
is thicker than that of RDL1. This is 
because of the Cu consumption due to 
solder ref low and during operation. 
For detailed information on the design, 
mater ials, process, fabr icat ion, and 
reliability of the PCB assembly of the 
heterogeneous integrat ion package, 
please see [1,2].

F i g u r e  2  shows  a n  ex a m ple  of 
heterogeneous integration of mini-light-
emit ting diodes (LEDs) for an RGB 
display using chip-first with die face-
down fan-out packaging [3]. The mini-

LEDs are red (R) (125 × 250 × 100µm), 
green (G) (130 × 270 × 100µm), and 
blue (B) (130 × 270 × 100µm). The 
spacing among the RGB mini-LEDs is 
80µm, the pixel-to-pixel spacing is also 
~80µm, and the pixel pitch is 625µm. 
There are two RDLs in each package. 
A printed circuit board (PCB) (132mm 
× 77mm) is designed and fabricated 
for the drop testing that is done on the 
mini-LED package. Thermal cycling 
of the mini-LED surface mount device 
(SMD) PCB assembly is also performed 
by a nonlinear temperature- and time-
dependent finite-element simulation [3].

T

Figure 1: Heterogeneous integration of four chips and four capacitors (chip first die face down with a 
temporary wafer process).
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Chip first with die face up
Figure 3 shows an example of chip-

first with die face-up fan-out packaging 
[4]. The chip size is 10mm x 10mm and 
the package size is 13.42mm x 13.42mm. 
The process steps of chip first with die 
face up is a little more complicated than 
that of chip first with die face down.

O n t he  d ev ic e  wa fe r,  one  i s  t o 
fabricate a Cu stud (about 15μm) on the 
original (Al or Cu) contact pads and 
the other is to laminate a die-attach 
film (DAF) on the bottom side of the 
device wafer. The function of the DAF 
is to attach (adhere) the die solidly onto 
the temporary carrier to avoid die shift 
caused by compression molding of the 
EMC; and the function of the Cu stud 
is to protect the original contact pads 
during backgrinding of the EMC, which 
is done to expose the Cu stud.

On the temporary glass car r ier, a 
light-to-heat conversion (LTHC) layer 
(about 1μm) is spin coated onto the 
temporary glass wafer carrier. The chips 
are picked and placed face up on the 
LTHC carrier. In order to cure the DAF, 
a bonder with temperature and pressure 
should be used. The DAF process is 
carried out at 120ºC (both bond head 
and bond stage) with a bond force of 
2kg for 2s for each chip. The temporary 
carrier, therefore, will expand during 
the pick and place process. However, 

dur ing pat terning/photolithography 
of the RDLs, the reconstituted carrier 
(temporary car r ier + chips + EMC) 
is at room temperature. Therefore, 
pit ch compensat ion caused by the 
DAF heating is needed [4]. After EMC 

dispensing, compression molding, and 
then PMC are done. Then, the following 
are done: 1) backgrinding of the EMC 
to expose the Cu stud; 2) fabricating the 
RDLs; 3) and mounting the solder balls. 
Those processes are then followed by 
scanning a laser through the temporary 
glass carrier to the LTHC layer—the 
LTHC layer becomes powder, and the 
temporary glass carrier is then very easy 
to remove. Finally, the reconstituted 
wafer (with chips, EMC, RDLs, and 
solder balls) is diced into individual 
packages. There are th ree RDLs in 
each package and the minimum metal 
line width (L) and spacing (S) are 5μm. 
For detailed information on the design, 
mater ials, process, fabr icat ion, and 
reliability of the chip-first with die face-
up fan-out packaging, please see [4]. 
TSMC’s integrated fan-out (InFO) [5] 
used for Apple’s application processor 
is one of the chip-first with die face-up 
fan-out processes. 

Die shift issues
In [4], we determined the die shift 

caused by compression molding by 
measuring the position of each chip 
before and after molding. (The die size 
is 10mm x 10mm and the minimum 
metal L/S are 5μm.) Figure 4 shows the 

Figure 3: A chip-first with die face-up packaging process.

Figure 2: Heterogeneous integration of mini-LEDs for an RGB display (chip first die face down with a 
temporary panel process).

http://www.chipscalereview.com


3636 Chip Scale Review   May  •  June  •  2022   [ChipScaleReview.com]

statistical plots of the x-position die shift 
and y-position die shift caused by the 
compression molding. It can be seen that 
because of the DAF (which solidly holds 
the chip to the carrier), the die shift (can 
be controlled within ±3μm) is too small 
to be an issue when making the RDLs.

In general, in order to avoid the die 
shift issues, the chip-first with die face-
down process is used mostly for smaller 
die (≤5mm x 5mm) and larger metal  
L/S RDLs (≥10μm), and chip-first with 
die face-up processing is used for larger 
die (≤12mm x 12mm) and smaller metal 
L/S RDLs (≥5μm).

Warpage issues
Another critical issue for chip-first fan-

out packaging is warpage [6,7]. There are 
at least two kinds of warpage about which 
we should be concerned: 1) the warpage 
of the reconstituted carrier should not be 
too large to affect the downstream fan-out 
process flow such that the reconstituted 
carrier cannot be placed/operated on the 
RDL equipment; and 2) the warpage of 
the individual fan-out package should 
not be too large  so that it affects the 
quality and reliability of the surface 
mount technology (SMT)  assembly, such 
as causing a stretched solder joint, for 
example. For detailed discussion and the 
allowable warpage for chip-first fan-out 
packaging, please see [6,7].

For the chip-f irst with die face-up 
process, it is interesting to note that the 
warpage of the temporary carrier + chips 
+ EMC right after PMC has been found 
to be in the shape of a smiling face [7]. 

The average maximum warpage is equal 
to 609μm (Figure 5a). The shadow Moiré 
measurement result has been found to be 
in excellent agreement with the simulation 
result (Figure 5b). The warpage of the 
temporary carrier + chips + EMC right 
after backgrinding of the EMC to expose 
the Cu stud has been found by the shadow 
Moiré method to have changed from a 
smiling face to a crying face (Figure 5a). 
A similar trend has been found by the 
simulation method (Figure 5b) [7].

Chip last (RDL first)
The very first paper on chip-last (or 

RDL-first) technology was published 
by NEC Electronics Corporation (now 
Renesas Electronics Corporation) at 
IEEE/ECTC 2011 [8]. In the past few 
years, many companies such as Amkor, 
IME, ASE, SPIL, TSMC, Samsung, 
Sh in ko,  and Unimicron ,  have a lso 
published papers on this topic. The 
process steps of the chip-last approach 

Figure 4: Die shift measurement of a chip-first with die face-up packaging process.

Figure 5: Warpage measurement and simulation of a reconstituted wafer fabricated by the chip-first with die 
face-up packaging process.
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are much more complicated than those 
of chip-f irst with face-up and face-
down processes. The chip-last process 
is meant for high-density and high-
performance (and therefore, higher 
cost) applications.

F i g u r e  6  shows  a n  ex a m ple  of 
heterogeneous integration of three chips 
on a fine-metal L/S RDL-substrate [9,10]. 
The size of the large chip is 10mm x 
10mm, and that of the smaller chip is 5mm 
x 7mm. There are three layers of the RDL-
first substrate, and the minimum metal L/S 
is equal to 2μm. One practical application 
of heterogeneous integration is for the 
application processor chipset, i.e., the large 
chip could be an application processor and 
the small chips could be memories.

The process steps for fabr icat ing 
the RDL-first substrate are as follows. 
Fi r s t ,  a  LT HC f i l m  (1μ m)  i s  s l i t 
coated on a temporar y rectangular 
glass car r ier (515mm x 510mm) and 
that step is followed by slit coating 
a photo-imageable dielect r ic (PID) 
for the solder mask (or passivat ion 
layer) d ielect r ic layer (DL) DL3B, 
as shown in Figure 6. Then, a Ti/Cu 
seed layer is formed by physical vapor 
deposition (PVD). That step is followed 
by applying photoresist , then using 
laser direct imaging (LDI), followed 
by photoresist  development.  Then, 

electrochemical deposition (ECD) of 
Cu is done following stripping off the 
photoresist and etching off the Ti/Cu 
to obtain the metal layer (ML) ML3 
of RDL3. Those steps are followed 
by slit coating a PID and then using 
L DI  t o  ob t a i n  t h e  DL  ( DL 23)  of 
RDL3. The next steps are: sputtering 
t he  Ti /Cu seed laye r,  s l i t  coa t i ng 

the photoresist, using LDI and then 
developing the photoresist, and then 
using ECD to deposit the Cu. These 
steps are followed by stripping off the 
photoresist and etching off the TiCu 
seed layer to get the ML (ML2) of 
RDL2. Next comes slit coating a PID 
and LDI to get the DL (DL12) of RDL2. 
The same process steps are repeated to 
obtain the ML (ML1) and DL (DL01) 
of RDL1. Next comes sputtering the 
Ti/Cu, slit coating the photoresist, LDI 
and develop, and using ECD to deposit 
t he  Cu .  T hose  s t e ps  a re  fol lowed 
by st r ipping off the photoresist and 
etching off the TiCu to get the bonding 
pad (lead) for the chips. The last step 
in the fabrication of the RDL substrate 
i m med ia t e ly  before  t he  ch ips - t o -
s u b s t r a t e  b o nd i ng  i s  t he  s u r f a c e 
f in ish ing of the Cu bonding pads. 
Electroless palladium and immersion 
gold (EPIG) surface finishing is used. 
The fabrication of the fine-metal L/S 
RDL substrate is thereby completed.

In parallel with the fabrication of the 
RDL-first substrate, the wafer bumping 
of the large and small chips with the 
standard PVD and ECD Cu and solder 
process is performed. The next step is 
dicing the wafers into individual chips. 
For all the chips, the bump consists of 
the Cu pillar, Ni barrier, and SnAg cap.

Now, we are ready to do the chips-
to-RDL substrate bonding. It should 
be noted that, because of the support 

Figure 7: Heterogeneous integration of two chips on a hybrid substrate (a combination of the fine-metal L/S 
RDL substrate using a chip-last fan-out panel process, and the build-up package substrate with the C4 solder 
bump and underfill).

Figure 6: Heterogeneous integration of three chips on a fine-metal L/S (2μm-minimum) RDL substrate using a 
chip-last fan-out panel process.
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of the temporar y glass car r ier,  the 
substrate is very stiff and f lat  prior 
to bonding. After the chips-to-RDL 
substrate bonding is complete, the next 
step is underf illing. The temporary 
glass car r ier is removed by a laser 
so that we can make the solder resist 
opening and perform surface finishing 
on the Cu contact pads. Those steps 
are followed by solder ball mounting 
and dicing into individual packages. 
Finally, the individual package on the 
PCB is sur face mounted. For more 
information on the design, materials, 
process, fabrication, and reliability of 
the PCB assembly of the heterogeneous 
integration package described above, 
please see [9,10].

R e c e n t l y,  2 . 3D  I C  i n t e g r a t i o n 
–  whe r e  t he  f i ne -me t a l  L /S  R DL 
subst rate and the build-up package 
substrate or high-density interconnect 
(HDI) are interconnected (combined) 
into a hybr id subst rate through the 
controlled collapse chip connection 
(C4) solder joints that are enhanced 
with u nder f i l l  –  has been gain ing 
traction thanks to companies such as 
STATS ChipPAC, Cisco, Amkor, ASE, 
MediaTek, SPIL, Samsung, TSMC, 
S h i n k o ,  a n d  U n i m i c r o n .  F i g u r e 
7  shows an example of  the hybr id 
substrate suppor ting two chips with 
microbumps. The large chip could be a 
system-on-chip (SoC) and the smaller 

chip could be memory or a memory 
cube. For more infor mat ion on the 
design, materials, process, fabrication, 
and reliability of the heterogeneous 
integration of two chips with 50µm 
pitch on a hybrid substrate by a fan-out 
RDL-first panel-level package, please 
see [11].

The f ine-metal L/S subst rate and 
the bui ld-up package subst rate,  or 

HDI substrate, can also be combined 
through an interconnect layer [12] into 
a hybrid substrate. This is very similar 
to [11] except the C4 solder joint and 
underfill are replaced by an interconnect 
layer as shown in Figure 8. For more 
information on the design, materials, 
process, fabrication, and reliability of 
the heterogeneous integration of three 
chips on a hybrid substrate with an 
interconnect layer by a fan-out RDL-
first panel-level package, please read 
[12]. Again, Chip1 could be a SoC and 
Chip2A and Chip2B could be memories 
or memory cubes.

Heterogeneous integration of EIC 
and PIC devices

Figure 9 shows a conceptual layout 
of a 2.3D IC integration of a switch, PIC 
and EIC devices with a chip-last fan-out 
process to achieve lower power, higher 
speed, smaller form factor, and lower 
cost needed to achieve a higher data 
bandwidth for data center applications. 
It can be seen that the package substrate 
is supporting the fine-metal L/S RDL 
substrate, which is supporting the ASIC/
switch, EIC and PIC with µbumps. This 
structure is believed to be lower cost 
than the 2.5D IC integration of a switch, 
PIC and EIC devices with a through-
silicon via (TSV) interposer as shown in 
Figure 25 of [13]. 

Figure 9: Heterogeneous integration of switch, EIC, and PIC on a fine-metal L/S RDL substrate for a data 
center application.

Figure 8: Heterogeneous integration of three chips on a hybrid substrate (a combination of the fine-metal L/S 
RDL-substrate by chip-last fan-out panel process and the build-up package substrate with the interconnect layer).
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Antenna-in-package
In [14], TSMC demonstrated that the 

InFO_AiP for high-performance and 
compact 5G millimeter-wave system 
integration is superior than that of solder-
bumped flip-chip AiP on substrate: 1) in 
the 28GHz frequency range, InFO RDLs 
transmission loss (0.175dB/mm) is 65% 
less than that on a f lip-chip substrate 
trace (0.288dB/mm), and 2) in the 38GHz 
frequency range, the transmission loss for 
InFO RDLs (0.225dB/mm) is 53% less 
than that (0.377dB/mm) on a f lip-chip 
substrate trace. TSMC’s patent on InFO_
AiP is shown in Figure 10a—it is a chip-
first with die face-up fan-out process.

Figure 10b shows the Unimicron patent 
of the heterogeneous integration of AiP 
and a baseband chipset using a chip-first 
with die face-down fan-out process. It 
can be seen that the radio frequency (RF) 
chip and the baseband chipset (modem 
application processor and the dynamic 
random access memory [DRAM]) are 
placed side-by-side with RDLs and 
coupled with the antenna patches. A heat 
spreader/sink is also proposed, which is 
almost impossible using a chip-first with 
die face-up fan-out process.

Summary
S o m e  i m p o r t a n t  r e s u l t s  a n d 

recommendations given the information 
presented are summarized as follows:

• The most important task in fan-
out packaging is to fabricate the 
RDLs. There are at least three RDL 

formations, namely chip first with 
die face down, chip first with die 
face up, and chip last or RDL first. 

• The chip-first with die face-down 
package is for smaller chip sizes 
(≤5mm x 5mm), larger metal L/S 
(≥10μm) RDLs, and smaller package 
sizes (≤10mm x 10mm). Because of 
the small chip sizes and large metal  
L/S RDLs, the impact of die shift 
on the manufact u r ing y ield is 
small. A couple of examples of the 
heterogeneous integration of chips 
and mini-LEDs have been provided.

• A heterogeneous integration of the 
baseband chipset and AiP with heat 
spreader/sink fabricated using the 
chip-first with die face-down fan-out 
process has been proposed.

• The chip-first with die face-up process 
is for larger chip sizes (≤12mm x 
12mm), smaller metal L/S (≥5μm) 
RDL, and larger package sizes 
(≤25mm x 25mm). Because of the 
DAF process, there is no die shift 
issue, which has been demonstrated 
with an example. 

• The chip-last process can be used 
for very large chip sizes (≤20mm 
x 20 m m),  ve r y  l a rge  pa ck age 
sizes (≤55mm x 55mm), and very 
smal l  metal  L/S (≥2μm) R DLs 
(the so-called fine-metal L/S RDL 
subst rate).  A few examples of 
the heterogeneous integration of 
multi-chip on fine-metal L/S RDL 
substrate have been provided.

• With respect  to ch ip -last  with 
ultra-fine metal L/S (<2μm) RDL 
substrates, we can say this: before 
the fine-metal L/S RDL substrate, 
one should first fabricate the ultra-
f ine metal L/S RDL substrate as 
shown in the US patent application 
(Figure 11) by Unimicron.

• A heterogeneous integration of the 
application-specific IC (ASIC)/switch, 
EIC, and PIC on a fine-metal L/S RDL 
substrate fabricated by the chip-last 
fan-out process has been proposed.

Figure 11: Unimicron’s future ultra-fine metal L/S RDL-substrate. US Patent filed on April 19, 2021.

Figure 10: a) TSMC’s AiP patent: US 10,312,112, June 4, 2019; b) Unimicron’s heterogeneous integration of 
baseband and AiP patent: TW 1,209,218, November 1, 2020.
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Fan-in wafer-level packaging: any chip can be a flip chip! 
By Ray Fillion  [Fillion Consulting]

n the November/December issue 
of Chip Scale Review,  seven 
advanced packaging technologies 

were described [1]. The article covered 
embedded chip packaging (ECP), fan-in 
wafer-level packaging (FIWLP), fan-out 
wafer-level and panel-level packaging 
(FOWLP, FOPLP), 3D chip stacking, 
package-on-package (PoP) stacking and 
system-in-package (SiP) and compared 
how well each meets the basic functions 
of microelectronics packaging. In this 
article, we will go into a more in-depth 
look at FIWLP device structures and 
how they are fabricated. We will also 
look at the trends in semiconductors 
a nd  m ic roelec t ron ics  a nd d i scu ss 
the developments needed for FIWLP 
technologies to support these trends in 
terms of I/O density, power dissipation, 
input supply voltage levels and chip 
operating frequencies. 

Fan-in technologies
FIWLP technologies were developed 

to enable the f lip attachment of chips 
that were designed for wire bonding, 
using area solder bumps. More than 
90% of semiconductor chips produced 
have per imeter  I /O pads desig ned 
for wire bonding onto a chip carrier 
package.  A packaged wi re -bonded 
ch ip has a foot pr int  4 to 10 t imes 
larger and 2 to 4 times thicker than a 
chip, whereas a f lip-chip package is 
chip size. Manufacturers of hand-held 
electronics, particularly smartphones 
a n d  s m a r t  w a t c h e s ,  d e m a n d e d 

smal le r  foot pr int ,  t h in ner  dev ices 
for  t h i n ner,  l ighte r  product s  w ith 
increased functionality. Without fan-
in technologies, personal electronic 
products could not be as thin, as light 
and as small as they are, and still have 
the functionality and performance that 
they have.

As indicated by thei r name, fan-
in devices reconfigure I/O pads from 
the chip perimeter to an area over the 
surface of the chip. FIWLP devices are 
processed in one of two formats, on-
wafer or on a molded-wafer formed on 
a 300mm diameter footprint. Table 1 
compares f lip-chip, fan-in and fan-
out technologies for four key features: 
foot pr i nt ,  I /O capacit y,  cos t s  and 
maturity. Flip-chip and fan-in devices 
are chip size, while fan-out devices are 
2X to 5X larger. As for I/O capacity, 
f lip-chip devices can have 1000s, while 
fan-out devices can have in the high 
100s, and fan-in devices can have in 
the low 100s.  Flip-chip devices have 
the lowest cost as there are no post-
wafer processing steps required, while 
panel-level processing has lower costs 
than wafer-level processes, and fan-in 
has lower costs than fan-out.  Flip-chip 
processing has the highest maturity, 
while wafer-level processes have higher 
maturity than the panel-level processes.

FIWLP structures
T h e r e  a r e  t w o  b a s i c  F I W L P 

approaches: 1) on-wafer redistribution 
laye r  ( R DL) processi ng ,  wh ich i s 

directly on a semiconductor wafer, and 
2) molded-wafer RDL processing, which 
is processing on a reconstituted, molded 
wafer. Both of these FIWLP approaches 
utilize 300mm semiconductor wafer  
processing equipment.

On-wafer FIWLP devices. A typical 
on-wafer FIWLP device is depicted 
in perspective view (top) and cross-
sectional view (bottom) in Figure 1. 
The perspective view shows a chip with 
24 wire bond pads on the perimeter 
area of the two nar row ends of the 
chip, in single rows of 12 pads each. A 
5 by 6 area array of 30 solder bumps 
are located over the center of the chip. 
The cross-sectional view shows a first 
organic dielectric layer covering the 
chip with microvias formed through 
the dielectric directly to the chip pads. 
A patterned RDL metallization layer is 
formed on the top of the first dielectric 
layer connecting through the microvias 
to the pads and routing out to ar ray 
pads.  A second d ielect r ic layer or 
passivation layer covers the RDL lines 
and has openings to the ar ray pads. 
Optionally a second metallization layer 
is used to form the array pads. Solder 
bumps are attached to each array pad. 

Molded-wafer FIWLP devices. A 
typical molded-wafer FIWLP device is 
depicted in Figure 2 with perspective 
view (top) and cross-sectional view 
(bot tom). The RDL st ructures over 
the chip are identical to the on-wafer 
FIWLP device in Figure 1. As seen 
in the cross-sectional view, the chip’s 

I

Table 1: Comparisons of flip-chip to fan-in and fan-out devices for size, I/O 
capability, costs and maturity.

Figure 1: Typical on-wafer FIWLP device in a) (top) perspective view; and b) (bottom) 
cross-sectional view.
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sides and its back surface are covered with the organic 
molding material. This molding material, in addition to 
forming the molded-wafer structure, provides protection to 
the chip from mechanical damage, from moisture and from 
processing f luids (i.e., f luxes, etch materials, cleaners).

Fan-in pad and bump structure 
Figure 3 depicts an enlarged view of a typical on-wafer or 

molded-wafer FIWLP device structure. It shows a microvia to 
a chip pad, RDL routing from the chip pad to the array solder 
pad and a solder bump on the pad. The microvia typically has 
a diameter of 25 to 50µm and is formed through the lower 
dielectric layer (typically 5 to 10µm-thick) to the chip perimeter 
I/O pad. A barrier metal separates the chip pad (typically 
aluminum), from the RDL metallization (typically copper). 
The RDL metallization connects through the microvia onto 
the dielectric, and routes to the center area and the array pad. 
A passivation layer or a second dielectric layer covers the first 
RDL layer. A second patterned metallization layer connects 
through a via in the second dielectric to the array pad. A solder 
bump is attached on the array pads.

Figure 2: Typical molded-wafer FIWLP device in a) (top) perspective view, and b) 
(bottom) cross-sectional view showing molding material covering the chip’s side 
edges and backside surface.

Figure 3: Expanded cross-sectional view of a FIWLP device showing an RDL 
microvia to the chip perimeter pad, RDL routing, and a solder bump on an RDL 
solder pad located on the dielectric layer.
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FIWLP processes
The processing steps used to convert 

a chip designed for wire bonding into 
a FIWLP are nearly identical for both 
on-wafer processing and molded-wafer 
processing. The except ions are the 
processing steps used to fabricate the 
molded wafer. Once the molded wafer is 
complete, exactly the same processing 
steps, processing equipment and processing 
materials are used by both.

On-wafer FIWLP processing steps. 
Figure 4 depicts the typical processing 
steps for an on-wafer FIWLP. The on-wafer 
FIWLP approach starts with a completed 
wafer that is fully tested and ready for 
wafer dicing. The RDL processing is done 
using back-end-of-line (BEOL) wafer 
fabrication equipment. In step a), a thin 
dielectric layer (BCB, polyimide) is applied 
to the wafer surface by spin coating. In 
step b), microvias are formed through the 
dielectric layer to the chip perimeter pads. 
In step c), a thin metal layer (5 to 10µm) is 
deposited on the surface of the dielectric 
and into the microvias and is patterned 
to form the RDL layer. Complex devices 
with more I/Os or with less chip area may 
require one or more additional RDL layers. 
In step d), a passivation layer or a second 
dielectric layer is applied over the first 
RDL layer. In step e), openings are formed 
through that layer to the first RDL metal 
layer. In step f), the pad metallization layer 
is applied to the top surface and patterned 
forming the array pads. In step g), solder 
paste is applied and reflowed forming the 
solder bumps. In step h), the wafer is diced 
forming multiple FIWLP devices with 
their perimeter I/O pads reconfigured into 
an array of solder bumps and in effect, 
forming pseudo flip-chip devices. 

Molded-wafer FIWLP processing 
steps. Figure 5 depicts typical processing 
steps for a molded-wafer FIWLP process. 
In step a), thermal release tape is laminated 
to the top of a processing carrier, typically 
in a 300mm diameter wafer format. In 
step b), multiple bare chips are mounted 
face down onto the tape and held in place. 
In step c), molding material is applied by 
compression molding to embed the chips 
and form a molded-wafer with an array of 
bare chips. In step d), the molded-wafer 
is removed from the release tape and the 
processing carrier. In step e), the molded-
wafer is back ground to thin the structure 
and provide a planar surface. In steps f) 
through h), the RDL processing steps are 
identical to processing steps a) through g) 

of the on-wafer processing steps in Figure 
4. In step i), the molded-wafer is diced 
to form FIWLP devices with molding 
material covering the sides and the back 
surface of each device.

FIWLP development needs
FIWLP devices are rapidly increasing in 

both number of devices shipped and total 
market value. Yole reported in 2020 that 

FIWLP had revenues of over $2.5B in 2019 
and were estimated to rise to $3.5B in 2025 
[4]. Semiconductor trends are continuing 
with more gates per chip, which in turn 
is driving higher I/Os per chip, higher 
power dissipation per chip, faster switching 
frequencies and lower supply voltages. All of 
these trends affect the FIWLP requirements 
in the coming years. In order to extend 
FIWLP technologies to meet the needs 

Figure 4: Typical on-wafer FIWLP device processing steps forming RDL structures on a wafer.
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of these next-generation semiconductor 
devices while maintaining high yields and 
lowering costs, FIWLP fabricators need to 
develop the capability for: 1) smaller solder 
bump pitches; 2) tighter RDL line widths 
and spacing; 3) higher thermal conductivity; 
4) reduced RDL interconnect parasitics; 5) 

reduced chip placement tolerances and chip 
movement; and 6) adaption of via locations 
and RDL routing.

Sma l l er  s o l der  bu mp p i t che s . 
Increasing chip I /O counts requires 
shrinking array pad pitches of FIWLP 
devices. Although smaller solder bump 

pitches (55µm and below) have been 
demonstrated for flip-chip devices, they 
are only done where a flip-chip device is 
mounted onto a silicon substrate or onto a 
substrate having a similar low coefficient of 
thermal expansion (CTE) and are inherently 
planar. Tighter array pad pitches will 
require smaller diameter solder bumps with 
much lower solder height. On-wafer FIWLP 
devices can be fabricated with bump pitches 
down to 50µm and below when used on a 
silicon or other low coefficient of thermal 
expansion (CTE) substrate. Molded-wafer 
FIWLP devices are not dimensionally-
stable enough to support these low solder 
bump pitches. Incorporation of Cu pillars 
on array pads would allow FIWLP devices 
to reduce solder bump height and, therefore, 
array pitch. Although most FIWLP devices 
are mounted on fine-line circuit boards, a 
growing number will be assembled onto 
a SiP along with flip-chip devices and 3D 
chip stacks. These will utilize a silicon or 
glass substrate permitting small pitch solder 
bump attach.

Reducing R DL l ine widths and 
spacing. Increasing the I/O count on a 
FIWLP will also require RDL line widths 
and line spacing to decrease proportionally. 
Metall izat ion and metal pat terning 
techniques particularly for molded-wafer 
processing, need to shift from subtractive 
metal patterning (standard PC panel 
processing) to semi-additive metallization 
techniques (standard semiconductor 
processing) providing rectangular line cross-
sections, finer line width control and lower 
interconnect resistance. Molded wafers have 
a mix of low-CTE silicon chips and high-
CTE molding material and RDL dielectrics. 
This combination can cause warpage, poor 
planarity and variable and nonuniform 
molded-wafer shrinkage. Molded-wafer 
FIWLP has chip location issues related 
to chip placement tolerances and chip 
movement after placement. All of these 
make going to finer features on molded-
wafer FIWLP devices problematic.

Higher power dissipation. Higher power 
dissipation chips can cause over heating of 
the chips and softening of organic materials 
unless a low thermal resistance cooling 
path is provided. Higher power dissipation 
can also cause device hot spots that can 
exacerbate solder fatigue in smaller solder 
bumps. Since all fan-in devices have at 
least one organic layer overlying the chip 
surface, cooling a higher power dissipation 
chip through its top surface or through its 
solder bumps is less efficient than cooling 

E-Tec Interconnect  AG, Mr. Pablo Rodriguez,  Lengnau Switzerland
Phone : +41 32 654 15 50, E-mail: p.rodriguez@e-tec.com

Figure 5: Typical molded-wafer FIWLP device processing steps, from forming a molded-wafer and applying 
RDL structures.
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a flip-chip device. One option to improve 
topside cooling of a FIWLP device is to 
form a thermal pad under each array solder 
pad. This could be done by opening vias 
in the first dielectric layer directly under 
each array pad to the chip passivation layer. 
During the first RDL metal processing 
step, the thermal vias could be metallized, 
forming thermally-conductive posts that 
provide each solder bump with a direct 
thermal path to the chip.

Higher device switching frequencies. 
Higher device switching frequencies can 
create additional RDL line cross talk 
that can affect switching margins. Faster 
switching may require isolating ground 
planes within the RDL layers to either 
provide a controlled impedance transmission 
line, or to minimize cross talk between 
adjacent lines. Lower supply voltages 
generate higher power and ground currents 
that will increase resistive line losses and 
a higher device sensitivity to power rail 
droop and surges, thereby lowering device 
operating margins.

Chip misplacement and movement. 
A unique problem for all molded-wafer 
FIWLP devices, are lateral and rotational 
chip placement tolerances and chip 
movement after placement. Whereas chip 
locations for on-wafer FIWLP processes 
are precise down to fractions of microns, all 
molded carrier processes use pick and place 
machines that inherently have placement 
tolerances more than an order of magnitude 
higher, i.e., multiple microns. Depending 
on the processes and the organic materials 
used to bond the chip to the carrier before 
molding, there can be chip movement after 
placement included during adhesive curing, 
molding and molding material curing. The 
molded carrier shrinks during the molding 
process, thereby adding a varying global 
offset. Finally, the molded-wafer has a 
higher composite CTE than a wafer does 
resulting in a varying chip position caused 
by temperature changes from the elevated 
temperature during adhesive and molding 
material curing and the lower temperature 
during photolithography steps. These chip 
position tolerances will limit the ability of 
molded-wafer FIWLP processes to shrink 
RDL line widths and solder bump pitches.

RDL adapt ion.  One approach to 
overcoming chip misplacement and chip 
movement issues is adapting the locations 
of microvias and RDL routing for each 
device based on its precise position. This 
was first done using the GE high-density 
interconnect (HDI) multi-chip interconnect 

technology [5]. This embedded chip 
technology mounted chips face up in 
cavities using liquid-dispensed chip 
attach adhesive. The combination of chip 
placement tolerances and excessive chip 
movement resulted in die location errors 
of 25 to 100µm. This technique measured 
the exact position of each chip corner pad 
using an automated vision system and 
adjusted microvia locations and RDL 
routing. This is only applicable to FIWLP 

using laser-based photolithography. A 
similar technique has been implemented by 
Deca on its FOPLP processing line. It uses 
an automated imaging system to measure 
each chip’s exact location based upon 
its corner I/O pads. It then recomputes 
the laser drill data base and RDL laser 
patterning data and forms the microvias in 
the correct locations and correctly routes 
the RDL lines and pads [6]. This technique 
would be needed to extend molded-wafer 
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FIWLP devices to the higher densities needed 
to meet the next-generation microelectronic 
devices. FIWLP devices fabricated on-wafer do 
not need microvias and RDL adaption as there 
is no chip placement step and no possibility of 
chip movement.

Summary
The long running advances in semiconductor 

processing capabilities are continuing with 
higher I/O counts forecast for the foreseeable 
future. One might assume that many of these 
higher I /O count devices would require 
FIWLP processing, but the fact is that high  
I/O count chips, such as in high-performance 
microprocessors and graphic processors that 
go into personal computers, mainframes and 
servers, as well as application and graphic 
processors that go into mobile devices, will be 
designed as flip-chip devices. They do not need 
additional package-level processing, such as 
FIWLP processing, as they will be area-array 
devices. FIWLP will continue to target chips 
designed for wire bonding with I/O counts 
in the low (~10 to ~50) to medium (~50 to a 
couple 100) range. FIWLP technologies still 
need to go to finer lines and tighter pad pitches 
as low and medium I/O count chips go through 
die shrinks that will require finer line RDL and 
tighter pitch solder bumps.
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Pressure clip sintering for high-power electronics
By Eric Kuah  [ASM Pacific Technology Ltd]

h e  f o c u s  o n  v e h i c l e 
elect r if icat ions and clean 
emissions has garnered much 
attention and press coverage. 

In light of this attention, major vehicle 
companies in the US, Europe, Japan, China, 
and South Korea have announced their 
intentions of building modules for battery 
electric vehicles (BEV) or plug-in hybrid 
electric vehicles (PHEV). This global 
demand further drives the market valuation 
– previously valued at $163.01 billion in 
2020 – it is projected to hit $823.75 billion 
by 2030—a cumulative average growth rate 
(CAGR) of 18.2% from 2021 to 2030 [1].

As BEV and/or PHEV products continue 
to grow in demand, one thing that remains 
constant is their requirement for high-
power electronics (HPE). This class of HPE 
package will then require pressure sintering, 

a method whereby the semiconductor chip 
is attached to a substrate using a silver 
or copper paste as the main elemental 
component. For the chip to connect to the 
other connecting point to generate high 
voltage and deliver high current, a clip is 
an alternative interconnect to heavy wedge 
aluminum wire bonding. We will discuss 
the motivations of using a clip interconnect 
scheme for HPE and its part in the assembly 
journey while exploring the positives of 
pressure clip sintering.

Motivation for using clip 
interconnection in HPE 

A clip interconnection used for HPE 
usually has copper as the base material 
because of its high thermal conductivity. 
Copper clips are used to replace heavy 
wedge aluminum interconnect because 

they improve the thermal conductivity 
pathway, thereby averting overheating in the 
package by avoiding the formation of hot 
spots. Copper clips, therefore, improve the 
electrical performance by reducing parasitic 
inductance. Parasitic inductance is an 
unwanted inductance effect that is present in 
electronic modules that prevents electrical 
current flowing through electrical circuitry. 
It should be noted that inductance is only 
welcome when it is deliberately created 
using an inductor, along with a function in 
mind. The reduction of parasitic induction, 
therefore, will translate into improvement 
for the HPE package reliability when a clip 
interconnect is employed.

Another consideration for clip sintering in 
HPE is to account for built-up stress between 
the interface of the semiconductor die and 
the metallic clip. The resulting stress tensor 

T

TECHNOLOGY TRENDS

Figure 1: Clip designs in HPE for stress relief.
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with the most commonly used being paste 
and film—based on our observation with 
HPE package developer end users. 

Figure 2 shows a typical clip pressure 
sintering assembly process that starts with 
the application of paste onto a substrate via 
a custom-designed and fabricated stencil. 
The challenges faced during printing are to 
avoid overprinting and smearing, as well as 
having to deal with the need for a two-step 
printing process. Printing is performed in 
two separate steps because the clip attached 
has a two-ended location – namely the 
DBC, where the source pad area is located 
and the top of the semiconductor chip – to 
complete the flow of electrical current. The 
printed area where the clip will be attached 
is a fraction of the area of the total die size. 
There exists a height difference between 
the source pad area and the substrate, 
therefore, merging a two-step printing into 
a single step would lead to insufficient 
printing pressure on at least one of the 
connecting points. Furthermore, fabricating 
a 3D stencil would be a challenge for a 
single-print process. The first printing is 
performed on the DBC, which we term 
here as the first connection on the source 
pad area (A), and the second printing (B) is 
performed on top of the semiconductor top 
as shown in Figure 2.

Exploring optimally-printed results
To obtain optimally-printed sintering 

paste, the following factors must be 
optimized: 1) paste viscosity at room 
tempera t u re ,  2)  pas t e  m i x i ng and 
rollability, 3) printing speed, 4) printing 
force, 5) printing direction, 6) stencil 
frame spring force, and 7) squeegee 
release speed and distance. Figure 3 
demonstrates the difference between 
a poor printing outcome versus a good 
printing outcome for clip sintering, if 
printing parameters are not optimized. 

After printing, the next assembly step is 
nitrogen drying (see Figure 2, (C)).

The purpose of drying is to remove 
the solvent within the printed paste. A 
properly dried printed paste increases 
the paste evenness and f i rmness to 
avoid paste spluttering or roll-up during 
clip placement. The last step of the clip 
sintering assembly process is pressure 
sintering, where the two connection 
points – namely the source pad area and 
the top of the semiconductor chip – are 
pressure sintered with metal stamps. 
Optimal stamp design is critical within 
the sintering tool to ensure sintering 
pressure is evenly applied onto the 
interconnection of the clip and its contact 
point, i.e., the source pad and the top 
of the die. After the pressure sintering, 
the quality of the sintered clip bond is 
characterized by automated shearing or 
peel testing. The testing method employed 
is dependent on the design and size of 
the clip. If the thickness of the clip is 
sizable for the shear tool to contact during 
shearing, it will be used to evaluate the 
clip bond force, otherwise peeling of the 
clip would be the alternative—which is 
most commonly used. Scanning acoustic 
microscopy will be employed to check for 
voiding, delamination, and the uniformity 
of  t he  p r e s s u r e  of  t he  c omple t e d  
sintered bond. 

Using local facilities for a 
compatible clip sintering process

To cope with the rapid growth of 
HPE applications, the manufacturing 
requirements of the whole production line 
should be considered. The clip sintering 
process for HPE needs to be compatible with 
all the upstream and downstream processes. 
Therefore, many manufacturers today are 
looking for local facilities to speed up the 
development processes and time to market.

is because of the coefficient of thermal 
expansion (CTE) mismatch. To understand 
this importance, we can look at the CTE 
between the semiconductor die and metal 
clip. For example, if the semiconductor die 
is made from silicon carbide with a CTE 
range of 3-4ppm per °C, and the CTE for 
clip copper with a few microns of plating on 
its surface ranges from 16-18ppm per °C, the 
order of thermal expansion would be about 
4 to 5 times the stress differential. If this 
stress differential for the clip sintering is not 
designed with sufficient stress relief features, 
such stresses during thermal cycle testing 
may lead to breakage of the HPE. Therefore, 
designs of stress relief features play a 
crucial role in reducing the interfacial stress 
between the copper clip and semiconductor 
chip metall izat ion. Figure 1 shows 
some potential ways to reduce the stress  
because of CTE mismatch.

Clip interconnect pressure sintering 
assembly processes

The clip assembly for HPE begins with 
printing of the sintered material onto the 
substrate. The example shown in Figure 1 is 
a direct-bonded copper (DBC) substrate. It 
requires the application of pressure sintering 
paste to form a bond with the metal clip. 
The sintering paste comes in many formats, 

Figure 2: Clip sintering assembly process.

Figure 3: Difference between poor and good printing.
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Many semiconductor packaging solution 
providers will set up different local 
laboratories to update their customers on 
the initial development and characterization 
of the important processes for the complete 
HPE modules in manufacturing. It also 
provides a means to work with collaborative 
critical material (e.g., nano silver paste 
and ceramic substrate) suppliers for 
characterization and even qualification 
purposes. This action will help accelerate 
the industry’s technology development 
and reduce the initial risk for setting up the 
production line.

Summary
Cl ip  s i n t e r i ng  i s  a n  a l t e r na t ive 

interconnect to heavy aluminum wire 
bonding when a HPE device or system is 
required to transmit high voltage or to allow 
high current to flow. In order to ensure a 
good pressure sintering bond for the clip, 
it is crucial to select a sintering paste that 
flows easily when applied. In addition to a 
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printable sintering paste, the design of an 
optimal printing area within the HPE will 
avoid issues such as smearing, uneven paste 
printing and offsetting of printed paste. 
Applying a uniform force and pressure 
during clip placement followed by pressure 
clip sintering is also a critical process 
parameter. The results of using optimal 
processes for each step of a clip-bonded 
HPE is a high-quality sintered clip bond 
that is robust enough to handle the influx of 
stress when subjected to high thermal load 
during actual operation of the HPE.
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