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White-light scanning interferometry (WSI) 
applied for 100% fine-pitch interconnect 
inspection during wafer-level packaging. 
The WSI system includes scanning 
interferometry for large FOV, high-
speed, and multi-reflectance surface 3D 
measurement. Interference patterns can be 
detected to calculate RDL dielectric layer 
thickness during panel/wafer-level 3D 
interconnect inspection.
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h i l e  s u p p l y  c h a i n 
issues, including severe 
shor t age s ,  o c cupie d 

much of the visibility for semiconductors 
in 2021, semiconductor manufacturers and 
their outsourced semiconductor assembly 
and test suppliers (OSATS) have continued 
to make technical progress in many areas. 
These technology improvements address 
the advanced packaging requirements of 
leading-edge applications in key market 
segments. Before going into specifics, let’s 
look at the overall market outlook.

Market outlook
The semiconductor packaging market 

continues to show a prosperous outlook 
and is forecast to grow to $96B by 
2026 (3.8% compound annual growth 
rate (CAGR) from 21-26) (Figure 1). 
This market is typically divided into 
mainstream and advanced packaging 
segments with the latter being expected 
to exceed the mainstream segment for the 
first time by 2026.

The market is underpinned by general 
t rends in increasing manufactur ing 
o u t s o u r c i n g ,  f u n c t i o n a l i t y  a n d 
semiconductor content. Notable growth 
dr ivers come f rom mult iple market 
segments such as 5G connect iv ity, 
automot ive,  dat a cente r,  a r t i f ic ia l 
intelligence (AI) and networking. 5G 
forms the backbone of many connected 
devices and ser v ices.  W hile 5G is 
pr i ma r i ly  a  w i reless  con nec t iv i t y 
growth opportunity, it also is an enabler 
for many adjacent markets generating 
further semiconductor content growth.

Despite industry-wide supply chain 
constraints since 2020 and expected 
to continue into 2022, many OSATS 
were s t i l l  able  to  generate  record 
revenues. Well reported shortages in 
IC foundry capacity, together with a 
const rained subst rate supply chain, 
made for a chal lenging 2021. With 
newly publicized investments in these 
areas for capacity expansion, it is hoped 
that lead times will slowly reduce, and 

the indust ry will stabilize in 2022, 
however,  subst rate chal lenges wil l 
persist through 2023.

Mobile packaging trends
Many of the market growth drivers 

require increasing levels of system 
integration to meet the ever-increasing 
demand on performance, power and 
cost. As the OSAT supplier becomes an 
increasingly integral part of the overall 
system solution, it is in the advanced 
packaging segment where continued 
innovation in the areas of system in 
package (SiP), 2.5 and 3D packaging 
architectures are most apparent.

Cel lu la r  con nec t iv i t y  cont i nues 
t o  d r i v e  a d v a n c e m e n t s  i n  r a d i o 
f requency ( R F)  Si P t ech nolog ies . 
With the rise of 5G, cellular frequency 
bands have increased considerably, 
requiring innovative solutions for the 
packaging of RF front-end modules 
for smartphones and other 5G-enabled 
devices. Amkor’s double-sided molded 

W

Figure 1: Advanced packaging vs. traditional packaging market forecast (2014-2026). SOURCE: [1]

Semiconductor packaging trends:
an OSAT perspective
By David Clark  [Amkor Technology, Inc.]
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ba l l  g r id  a r r ay  ( DSM BGA) i s  t he 
lead ing example of such solut ions 
(Figure 2).

With the arrival of 5G networking, there 
has been a change in frequencies, adding 
frequency bands above 3GHz in FR1 and 
millimeter wave (mmWave) range in FR2. 
This growing number of new frequencies 
combined with the variety of multiplexing 
methods signif icantly increases the 
complexity of the RF front end. Integration 
using SiP allows customers to design, 
tune and test RF subsystems allowing for 
a reduction in design iterations and an 
accelerated time-to-market. Our double-
sided packaging technology has vastly 
increased the level of integration for RF 
front-end modules used in smartphones and 
other mobile devices.

For 5G smartphones and other mmWave 
applications, antenna integration, either 
through antenna in package (AiP) or 
antenna on package (AoP) technologies, 
simplifies the challenges associated with 
designing products that operate at these high 
frequencies. A variety of AiP/AoP design 
methodologies provide the required form, fit 
and function for these applications and can 
include more than one antenna or antenna 
array. Today’s AiP/AoP technologies can be 
implemented through standard, as well as 
custom, SiP modules to achieve a complete 
RF front-end (RFFE) subsystem.

In addition to a reduced size required 

safety and comfort levels within ADAS-
enabled vehicles result in an expectation 
for increased sensor deployment with the 
number of sensors increasing by 9.2% 
CAGR from 2020 to 2025 [2]. By 2026, 
the majority of high and some mid-range 
vehicles will integrate camera and radar, 
as well as light detection and ranging 
(LIDAR) sensors.

Multiple sensing techniques are being 
deployed to cover a vast array of range, 
environmental and accuracy requirements. 
Integration is a key focus to reduce the 
form factor and improve sensitivity levels. 
Sensor packaging platform development 
and re-use of mature assembly processes 
are key to controlling cost. For example, in 

for handheld and other small mmWave 
devices, AiP/AoP provides improved signal 
integrity with reduced signal attenuation 
and addresses the range and propagation 
challenges that occur at higher frequencies.

Automotive packaging trends
In the automotive area, advanced driver 

assistance systems (ADAS), electrification, 
and concepts such as the virtual cockpit, 
offer significant new opportunities for 
advanced packaging and innovation. These 
areas of new innovation are contributing 
to positive automotive semiconductor 
growth whereby the market is projected to 
grow from $38.7 billion in 2020 to almost 
US$82.6 billion in 2025 [2]. Implementing 

Figure 2: A double-sided molded ball grid array (DSMBGA) package.

Figure 3: Molded cavity and multi-sensor integration optical sensor packages.
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the area of optical sensing, such as the time 
of flight (ToF) and contact image sensor 
(CIS), molded single and multi-cavity 
microelectromechanical systems (MEMS) 
packaging solutions are now being deployed 
and qualified for these optical sensing 
applications (Figure 3).

The ADAS system-level augmentation 
of the sensor functions noted above will 
drive the need for higher levels of in-vehicle 
compute capability. In this area, OSATS 
are leveraging many years of experience 
emanating from the high-performance 
compute and network sectors. With further 
development of specific automotive-rated 
material systems, these single and multi-
chip central processing units (CPUs) can 
be qualified to the automotive AEC Q-100 
grade requirements.

We anticipate the accelerated adoption 
of advanced silicon technology nodes with 
5nm designs being introduced by automotive 
original equipment manufacturers (OEMs) 
later in this decade. Furthermore, SiP 

technology then offers automotive customers 
a platform to integrate these advanced CPU 
chips with complementary functions such 
as Serializer/Deserializer (SerDes), power 
management integrated circuits (PMICs), 
memory and more.

Data center and networking 
packaging trends

Cloud and edge computing, storage and 
networking form the backbone of today’s 
connected living. The demand on voice and 
data traffic is driving major innovations 
in system architectures and fueling 
the partitioned chiplet trend (package-
level integration) to find the ultimate, 
optimized balance in power, performance 
and cost (Figure 4). As these processing 
demands increase, transistor densities are 
increasingly challenging. Combined with 
effects like heat and noise, they are forcing 
designers to leverage heterogeneous 
architectures with specialized accelerators 
and memories, either on a single die or in 

an advanced package.
2.5 and 3D packaging solutions offer 

a heterogeneous integration platform for 
chiplets. Consequently, foundries are 
expanding their 3D packaging portfolios. To 
date, OSATS have offered complementary 
heterogeneous packaging and supply chain 
solutions, such as Amkor’s SWIFT® and 
S-Connect technologies (Figure 5). Many 
of these approaches, whether a foundry 
or OSAT, die-first or die last, with or 
without interposer and other options, aim 
to quench the desire to extend Moore’s  
Law and provide more effective package-
level alternatives.

The technical challenges extend beyond 
the ability to co-package chiplets, so 
chip-package co-design is critical. When 
partitioning a f loor plan, one needs to 
think carefully about where to place 
components within the package. Some 
components need to be placed very close 
together physically to maintain signal 
and power integrity. Key questions are 

Figure 4: A heterogeneous integration platform for chiplets.

Figure 5: Amkor’s S-Connect technology.
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where and what to partition, what is the 
workload and what silicon nodes are 
optimal in terms of cost and yield for each 
function. With this added system design 
freedom, the OSATS’s role is increasingly 
important in the system-level design, 
chip-chip I/O routing, power distribution, 
thermal optimization, and more.

Today, the chiplet era is in its infancy. The 
way systems are designed to date has been 
based upon historic approaches to moving 
data. A more pioneering approach to the 
movement of data to support a metaverse 
future will redefine how next-generation 
systems are configured. Concepts such 
as co-packaged optics (CPOs) that are 

currently in the research phase are among 
the future package design possibilities.

Summary
To satisfy the application needs in leading 

markets and meet growth projections, 
several different advanced packaging 
technologies are required. For continued 
OSATS’, as wel l  as semiconductor 
manufacturers’ success, a few key criteria 
must be satisfied. Semiconductor original 
equipment manufacturers (OEMs) and 
OSAT suppliers must continue to improve 
their collaboration during the design 
phase to make sure the right problems 
are being solved early in the innovation 
process. To minimize footprints, effectively 
manage power and continuously improve 
performance, the technology investments 
by OSATS must occur with f inancial 
stability as a goal. With the right packaging 
concepts, success is demonstrated through 
capability to scale up to satisfy volume 
requirements in these growing markets. 
This is essential to avoid future supply 
chain issues.
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Shrinking RADAR and LiDAR sensor 
packages – an introduction to TINKER
By Leo Schranzhofer [PROFACTOR], Martin Eibelhuber [EV Group],  Martina Chopart  [AMIRES]

utonomous driving and self-
driving cars are prominent use 
cases for microelectronics and 
sensors—most importantly, 

radio detection and ranging (RADAR) 
and light detection and ranging (LiDAR) 
sensors (Figure 1). The RADAR and 
LiDAR markets have enormous potential, 
with the market size of LiDAR sensors 
in automotive and industrial applications 
estimated to reach 26% compound annual 
growth rate (CAGR) in the 2020-2026 
period. The market segment of advanced 
driver-assistance systems (ADAS) is 
expecting an even more impressive growth 
of 111% [1].

Public awareness and the industrial 
need for fur ther miniatur izat ion of 
RADAR and LiDAR sensor packages 
are the main drivers of ongoing efforts in 
the automotive sector to integrate these 
sensors into the body of a vehicle, such as 
in the bumpers, grilles and exterior lamps, 
instead of attaching them to the exterior 
of cars. Safety for both the driver and 
others is the most important consideration 
in the automotive sector. Therefore, high-
value and high-performance RADAR 
and LiDAR systems are required for 

ADAS as well as for autonomous cars. 
Current bottlenecks are the relatively 
large size, weight and power consumption 
of such sensor devices. Because these 
factors are highly limited within cars, 
further miniaturization and improving 
functionality and efficient use of resources 
are highly demanded.

For a duration of three years beginning 
on October 1, 2020, the European Union’s 
Horizon 2020 funded TINKER project 
[official project name is “Fabrication of 
Sensor Packages Enabled by Additive 
Manufacturing”] is set to develop a new 
reliable, accurate, functional, cost- and 
resource-efficient pathway for RADAR 
and LiDAR sensor package fabrication, 

following two main objectives. The first 
objective is to establish a platform based 
on additive manufacturing. The second 
objective is to fabricate RADAR and LiDAR 
sensor packages as use cases. TINKER’s 
approach is to use key enabling technologies, 
especially inkjet printing and nanoimprint 
lithography (NIL), as disruptive and flexible 
manufacturing techniques in micro-part 
assembling. The proposed TINKER pilot 
line will offer a high degree of flexibility 
and reliability due to its modular character. 
Additional key components are inline 
feedback control mechanisms, which will 
be directly integrated. Figure 2 shows the 
basic concept and components of TINKER. 
Starting from bare dies for LiDAR and 
RADAR chips, pick-and-place processes 
and inline inspection for feedback control 
will be complemented by functional inkjet 
printing and nanoimprinting to fabricate 
sensor packages for the RADAR and 
LiDAR use cases.

The TINKER project aims to decrease 
production time, measurably increase 
automation level, achieve a higher or 
similar precision level as compared to 
the state of the art in manufacturing of 
these device types, and reduce rejection 

A

TECHNOLOGY TRENDS

Figure 1: Autonomous cars are prominent use 
cases for RADAR and LiDAR sensors.

Figure 2: The TINKER platform provides new additive manufacturing concepts in a pilot line for use cases such as RADAR and LiDAR sensors.
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rates during the production process. The 
main purpose of this project is to widen 
the range of available miniaturization and 
microelectronic fabrication possibilities, 
including novel approaches in assembly 
processes added directly into production 
steps. TINKER will also train PhD and 
MSc students and aim to publish scientific 
papers and protect intellectual property.

The TINKER consortium comprises 
10 companies, three research specialists, 
one consultancy and a service association, 
who are major players in the f ield of 
semiconductor and microelect ronic 
manufacturing, as well as in the fields of 
material and process development and 
industrial fields applying, or interested 
in applying, additive manufacturing for 
their needs (Table 1). All the partners 
have a track record of nationally- and 
internationally-funded projects in their 
special research fields. 

Within the first year, the partners in the 
consortium have made significant progress 
in creating the proposed TINKER pilot 
line and the innovative techniques it aims 
to employ, especially pick and place, 
inkjet printing and NIL. Partners are 
working on developing and perfecting 
designs, processes and materials required 
for the two selected use cases. They have 
been able to overcome the obstacles that 
the COVID-19 pandemic posed and 
collaborated successfully on developing 
equipment and tools and shared samples, 
technologies, and processes. Examples 
of such f r u it f u l col laborat ions a re 
the completion of the pick-and-place 
equipment prototype, creation of the initial 
setup for improved inline monitoring and 
feedback, and the infrastructure and tools 
set up for NIL. The consortium has made 
significant progress in equipment and 
tools development for the TINKER pilot 
line, and a solid base for achieving the 
project’s ambitious goals is now created. 
One year after the project’s launch, it is 
well on track to reach its aim of widening 
the range of available miniaturization and 
microelectronic fabrication possibilities, 
and introducing novel approaches to 
assembly processes, directly in production.

The first public results can be accessed 
via the project webpage (https://www.
project-tinker.eu/downloads/#public_
deliverables) and are summarized in 
three reports. The first report provides a 

high-level overview about the activities 
centered on the pick-and-place equipment 
and shows an early prototype of the 
RADAR demonstrator. It also touches on 
the metrology systems that are developed 
by BESI and SENTECH.

Another repor t presents the NIL 
infrastructure and available tools, as well 
as those developed specifically for the 
TINKER project. For the realization of 
LiDAR sensors, the TINKER consortium 
is developing a NIL-based fabrication 
method for photonic integrated circuits. 
The photonic integrated circuit is the 
very precise core element necessary for 
the manipulation of light for each LiDAR 
sensor. The aim of TINKER is to replace 
certain fabrication steps in an optical 
phased array (OPA) process flow with NIL 
in order to achieve fast and reliable direct 
manufacturing of the needed passive 
optical elements, such as the waveguides 
and optical coupling structures. This 
will reduce the size of the photonic IC 
device and its fabrication costs, as well as 
increase the throughput of its production. 
With the completion of this deliverable, the 
TINKER consortium has now completed 
the equipment and tools development for 
the use case in TINKER.

An important goal is to integrate inline 
process monitoring for different production 
processes: pick and place, inkjet printing, 
and NIL. These processes pose multiple 
requirements on inspection and inline 
monitoring. Sensor technology deployed 
in TINKER to meet these requirements 
comprise optical inspection, curing sensor, 
and thermographic imaging. This is 
covered in the third report.

This project has received funding from 
the European Union’s Horizon 2020 
research and innovation program under the 

Grant Agreement nº 958472 with an overall 
budget of € 10,241,526.25. The project is 
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at PROFACTOR GmbH. Discover more 
about the project on its website (www.
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ba27b01b9 and twitter.com/project_tinker.
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3D interconnect inspection for heterogeneous chip 
packaging using WSI
By Shahab Chitchian  [INTEKPLUS CO., LTD.]

eterogeneous integration 
through the use of chiplet 
p a c k a g i n g ,  i n c l u d i n g 

f a n - o u t   w a f e r - l e v e l  p a c k a g i n g 
( W LP) and panel- level  packag i ng 
(PLP) architecture, has become a key 
technology to continue Moore’s Law 
by improving yield and reducing total 
product cost [1,2]. Another important 
driver for heterogeneous integration 
is to improve performance and power 
ef f iciency,  which can be ach ieved 
by  de c re a s i ng  i n t e r con ne c t  p i t ch 
and increasing interconnect density. 
Therefore, capable 3D interconnect/
bump inspection is necessary to enable 
heterogeneous packaging.

In this article, white-light scanning 
interferometry (WSI) technology is 
presented for the latest heterogeneous 
c h i p  3D  b u m p  i n s p e c t io n .  Fi r s t , 
3D  au t om a t e d  o p t ic a l  i n s p e c t ion 
(AOI) based on oblique and coaxial 
methods is introduced. As a coaxial 
method, scanning interferometry is 
described to accurately measure 3D 
interconnects from a few micrometers 
to a few hundred micrometers with 
var ious ref lectances.  Key featu res 
of WSI technology including multi-
ref lectance surface 3D measurement, 
high-speed camera, custom-made frame 
grabber, and large field of view (FOV) 
are introduced in the second section, 
followed by the 3D inspection algorithm. 
Furthermore, inspection results and 3D 
interconnect parameters of bump height, 
bump coplanarity, and chip area warpage 
(CAW ) a re expla ined to overcome 
challenges of large form factor multi-
chip packaging. One main challenge is 
how to assure successful die bonding 
conditions before silicon die attach to 
the expensive multi-chip package. Last, 
but not the least, a case study for multi-
ref lectance detection is presented to 
measure dielectric layer thickness during 
redistributed layer (RDL) processing for 
fan-out WLP applications.

Interconnect inspection process
100% 3D interconnect inspect ion 

a p p l i e d  i n  t h e  s e m i c o n d u c t o r 
mounting process requires both high 
accuracy and high speed. As shown 
in Figure 1a ,  obl ique and coaxial 
methods a re  cu r rent ly  bei ng used 
widely in the indust ry. The oblique 
method includes tech nologies l i ke 
moi ré and laser scanning. Obl ique 
angle i l luminat ion or camera angle 
causes a nonsensitive (shadow) zone 
that may impact measurement results. 
Therefore, these technologies provide 
a good estimate of interconnect/bump 
height variation—but not an accurate 
measurement. Another measurement 
error when using the oblique method 
is caused by a shiny surface that has a 
high surface ref lectance. To overcome 
the accuracy limitation of the oblique 
method, coaxial i l luminat ion and a 
coaxial camera a re appl ied , which 
result in the shadow-free and accurate 
measurement of interconnect /bump 
height. Lower th roughput (in units 
per hour [UPH]), is a disadvantage of 

the coaxial method compared to the 
oblique method. This can be overcome 
by en la rg ing the FOV and using a 
high-speed camera as two solutions. 
T h e  c o a x i a l  m e t h o d  c o n s i s t s  o f 
confocal and WSI.

Within coaxial technologies, WSI 
has the key advantage of being able to 
distinguish transparent layers related 
to RDLs, e.g., a polyimide (PI) layer, 
illustrated in Figure 1b. In this article, an 
interferometry system is discussed for 3D 
interconnect inspection and metrology 
of microelectronic devices; preliminary 
results are presented. The outl ines 
are: 1) WSI system; 2) 3D inspection 
algorithm; 3) measurement results; 4) 
3D interconnect inspection parameters; 
and 5) multi-ref lectance detection for 
transparent layer measurement.

WSI system
The WSI system concept is shown 

in Figure 2. A 25M pixel high-speed 
c a me r a ,  op e r a t i ng  a t  150  f r a me s 
per second (FPS), is used to capture 
inter feromet r y images. Because of 

H

Figure 1: a) Oblique and coaxial methods for 3D interconnect inspection; b) multi-reflectance
detection for layer separation during interconnect 3D measurement.
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the small size of the bumps and the 
requirement for a fast measurement 
speed ,  a  h ig h  nu mer ica l  ape r t u re 
(NA) imaging lens was developed so 
that a la rge FOV can be measured 
with high resolution.

A  WSI  s y s t e m  i s  d e s c r i b e d  i n 
Figure 3. A piezo actuator, which can 
move the range of a few nanometers 
to a few microns, is applied as the 

sca n n i ng  me t hod .  I n  ou r  sys t e m , 
t he  bea m spl i t t e r  ( B/S)  i s  l ig ht e r 
than the optical reference mirror, so 
we decided to use the B/S moving 
method in order to achieve high-speed 
scanning. Reference mirror scanning 
is also an option when we use cube B/
S. A general-purpose computing on 
graphics processing units (GPGPU) 
method was implemented to process 

hundreds of acquired images. A light 
source with narrow enough bandwidth 
is used to expand coherence length. 
Therefore, scanning is possible for 
a  few hu nd red u m range.  A l ight-
emitting diode (LED) is used as the 
light source projected by a Koehler 
illumination system. The LED power 
is 24W with a center wavelength of 
628nm and a 30nm bandwidth.

Figure 2: WSI system concept: scanning interferometry for large FOV, high speed, and multi-reflectance surface 3D measurement.

Figure 3: WSI system specification and setup.
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3D inspection algorithm
An envelope of interference signal acquired from the interferometer is calculated 

using a four-bucket algorithm [3]. The general expression of the interference pattern 
acquired by interferometry is shown in Figure 4.

The light intensity of the shifted interference pattern is defined as follows:

		   

where D is the mean intensity, γ is the visibility,  is the phase of the 
interferogram, and δ0 is the phase shift.

The light intensity of each phase in the case of a 90 degree phase shift is given by:

Using a four-bucket algor ithm, the amplitude is calculated as fol lows, 
 where u is the amplitude.

Finally, the envelope peak of the interference signal is detected by a centroid 
algorithm [4].

Measurement results
In order to evaluate the WSI system, the bump height repeatability based on 30  

measurements is calculated for every bump. Because each chip comprises tens of 
thousands of interconnects, we focus on the distribution of standard deviations for 
every bump measured. Following this principle, σRPT is represented by the statistical 
upper three-sigma limit of the sigma distribution. The repeatability sigma is assessed 
based on σRPT≡σworst=aveσi+3σσi where σworst is the worst-case standard deviation based 

on a 99.73% probability that the standard 
deviation for any given bump height 
result will be less than σworst. The results 
of σRPT for three chips are 0.714μm, 
0.708μm, and 0.724μm. An example of 
3σ for one sample is shown in Figure 
5a.

We have also compared results of 
three samples measured by WSI and 
a reference system using the confocal 
pr inciple [5].  A compar ison of the 
bump height measurement using two 
systems is shown in Figure 5b. The 
bump height process specif ication is 
equal to 45μm±4.5μm. Correlation of 
measured data has the bump height 
R2=0.89 with a mean difference less 
than 1μm, which shows measurement 
matching of the two systems.

WSI is sensitive to vibration, so it is 
necessary to correct the scan steps by 
using an anti-vibration system during 
scanning. To overcome this issue, we 
are now working on dispersive white-
l ight inter feromet r y (DWI), which 
uses spectral imaging to extract high 
ver t ical resolut ion without ver t ical 
scanning. For a DWI system, the Z 
accuracy depends on the spectrometer 
s e n s i t i v i t y  a n d  t h e  f a s t  Fo u r i e r 
t ransform (FFT) method. Therefore, 
DW I  w i l l  p r o v i d e  h i g h e r  s p e e d 
and accuracy for in-line inspect ion 
a s  a p p l i e d  t o  t h e  s e m ic o n d u c t o r 
mounting process.

3D interconnect inspection 
parameters

In this section, inspection parameters 
o f  i n t e r c o n n e c t / b u m p  h e i g h t , 
coplanarity, and CAW are explained 
to overcome challenges of large form 
factor multi-chip packaging. One main 
challenge is how to assure successful 
die bonding conditions before silicon 
die attach to the expensive multi-chip 
package. Three key parameters are 
defined as follows:

Figure 4: Interference pattern calculation using a 
four-bucket algorithm.
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as the surface surrounding the bumps’ 
(called chip area’s) tops are measured in 
any coordinate system. Second, we find 
the least squares (LSQ) planes separately 

2,3) Interconnect/bump coplanarity 
and CAW: Figure 6a illustrates chip 
inte rcon nects  under the f ree -s t ate 
condition. At first, the bumps’ tops, as well 

1) Interconnect /bump height: the 
he ig h t  d i f fe r e n c e  fo r  e a ch  bu m p 
relat ive to the surface sur rounding 
bump depicted in Figure 6a.

Figure 6: a) (top) Interconnect/bump height, coplanarity, and CAW calculations; and b) (bottom) fine- and coarse-pitch bump height and CAW measurement.

Figure 5: Results of a) (left) one sample bump height 3σ; and b) (right) WSI and reference systems bump-level bump height correlation using three samples.
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Summary
Heterogeneous package integration 

is  going to be the main d r iver for 
semiconductor packaging in a variety of 
applications from system in package (SiP) 
to chiplet packaging. The main challenge 
for these expensive multi-chip packages 
remains how to keep assembly yield as 
high as possible so we can still enable 
the economic validity of Moore’s Law—
even 50-plus years after the invention 
of integrated circuits. The chip bonding 
process is the center of IC packaging, 
including heterogeneous integration, 
where multi-chips are connected to each 
other for chiplet applications. Therefore, 
keeping chip attachment yield loss as 
low as possible is necessary to enable 
heterogeneous packaging, thereby driving 
the industry forward.

Our WSI technology shows promising 
results with respect to process control and 
the highest yield die bonding process—
both of which are necessary to enable these 
expensive multi-chip advanced packages to 
be successful products in the marketplace. 
In addition, the feature of transparent layer 
detection and thickness measurement of 
RDLs while inspecting interconnect height 
using WSI brings another dimension to 
advanced packaging process control.
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Multi-reflectance detection for 
transparent layer measurement

Another feature of our WSI system 
is multi-ref lectance detection, which 
is demonstrated in Figures 1 and 2. 
Measuring interconnect/bump height 
with respect to the RDLs underneath, e.g., 
the PI layer, is crucial for chip bonding 
process control. PI, which is a transparent 
material, and other transparent dielectric 
materials, have been widely used during 
recent advanced package development. 
WSI can distinguish each layer of interest 
based on process requirements, as well 
as measure interconnect/bump reference 
to the selected layer.

Moreover, WSI has the capability to 
measure not only interconnect height, 
but also the thickness of RDLs, beneath 
which are fully or partially transparent 
layers so, therefore, we can detect light 
signals back from those layers. Figure 
7 shows an example of the PI layer 
thickness measurement during wafer-
level 3D bump inspection. Light reflected 
from the bottom of the PI layer has a 
different thickness compared to the 
real PI thickness, tPI, because of the PI 
material’s refractive index, nPI. The WSI-
measured thickness is equal to the optical 
path, tPI×nPI.

over the bumps’ tops and chip area’s 
tops. Then, the highest and lowest points 
relative to the LSQ planes are calculated 
for the bumps’ tops and chip area’s tops. 
Finally, the distances of the highest 
and lowest points along the LSQ planes 
direction are separately measured as the 
bump coplanarity and CAW. According 
to the measurement procedure explained 
above, Figure 6a depicts interconnect/
bump coplanarity and CAW calculations 
in the free-state condition. Figure 6b 
shows examples of bump height and CAW 
measurement by the WSI system.

CAW and bump coplanarity are critical 
parameters for the thermal compression 
bonding (TCB) process. TCB has been 
widely used for silicon chip attachment 
during IC packaging. Figure 6a illustrates 
interconnect/bump shape under the free-
state condition, vs. the vacuum-state 
condition, which is related to the TCB 
process condition. The main challenge 
is how to assure successful bonding 
conditions before silicon chip attachment 
to the expensive multi-chip package. 
By measuring the described parameters 
and defining the correct specification 
limits, we will be able to avoid chip 
bonding yield loss caused by interconnect 
conditions that may result in non-wet or 
short bonding.
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Figure 7: Interference patterns detected to calculate PI layer thickness during wafer-level 3D bump measurement.
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Bridges for chiplet design and heterogeneous 
integration packaging
By John H. Lau  [Unimicron Technology Corporation]

here  a re  ma ny adva nced 
packaging technologies [1] 
listed in Figure 1 along with 
their performance and density 

rankings. Figure 2 shows the groups of 
packaging. The focus of this paper is on 
chiplets and heterogeneous integration.

The major difference between chiplet 
and heterogeneous integration is that a 
“chiplet” is a chip design method, while 
a “heterogeneous integration” is a chip 
packaging method [1]. The advantages of 
chiplet design and heterogeneous integration 
packaging are: a) yield improvement (lower 
cost) during semiconductor manufacturing; 
b) fast time-to-market; c) cost reduction 
d u r i ng  d e s ig n ;  d )  b e t t e r  t he r m a l 
performance; e) reusable intellectual 
property (IP); and f) modularization. The 
disadvantages (challenges) are: a) additional 
area for interfaces; b) higher packaging 
costs; c) more packaging complexity and 
design effort; and d) past methodologies 
are less suitable. Therefore, one of the 
major focuses of packaging technologists 
is to reduce the area for interfaces of the 
lateral communication between chiplets 
and the packaging cost. In this brief article, 
various kinds of bridges for the lateral 
communications of chiplet design and 
heterogeneous integration packaging such 
as a) those embedded on top of an organic 
package substrate, b) those embedded in 
fan-out epoxy molding compound (EMC), 
and c) flexible bridge, will be systematically 
presented and discussed. Some challenges 
and recommendations will also be provided.

Background
In the past, the lateral communication 

of chiplet design and heterogeneous 
integration packaging is by fine metal 
line width and spacing (L/S) through-
silicon via (TSV)-interposer and build-
up high-density organic substrate. Figure 
3 shows the Virtex-7 HT family shipped 
by Xilinx in 2013. In 2011, Xilinx asked 
TSMC to fabricate its field-programable 
gate array (FPGA) system-on-chip (SoC) 
with 28nm process technology [2,3]. 
Because of the large chip size, the yield 
was very poor. Then, Xilinx redesigned 
and split the large FPGA into four smaller 

T

Figure 1: Advanced packaging ranking in density and performance. SOURCE: Unimicron

Figure 2: Groups of advanced packaging: 2D, 2.1D, 2.3D, 2.5D, and 3D IC integration. SOURCE: Unimicron
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chiplets as shown in Figure 3 and TSMC 
manufactured the chiplets at high yield 
(with the 28nm process technology) and 
packaged them on their chip-on-wafer-on-
substrate (CoWoS) technology. CoWoS 
is a 2.5D IC integration, which is the key 
structure (substrate) to let those 4 chiplets 
do lateral communications. The minimum 
pitch of the four redistribution layers 
(RDLs) on the TSV-interposer is 0.4μm. 
The TSV-interposer is known to have a 
very high cost.

Figure 4 shows AMD’s 2nd-generation 
extreme-performance yield computing 
(EPYC) server processors [4,5], the 
7002-series, shipped in mid-2019. One of 
AMD’s solutions is to partition the SoC into 
chiplets, reserving the expensive leading-
edge silicon for the central processing unit 
(CPU) core while leaving the I/Os and 
memory interfaces in n-1 generation silicon. 
Another solution is to split the CPU core 
into smaller chiplets. In this case, each core 
complex die (CCD), or CPU compute die, 
is split into two smaller chiplets. AMD 
used the expensive 7nm process technology 
fabricated by TSMC (in early 2019) for the 
core CCD chiplets and moved the dynamic 
random access memory (DRAM) and logic 
to a mature 14nm I/O die fabricated by 
GlobalFoundries. The 2nd-generation EPYC 
is a 2D chiplets IC integration technology, 
i.e., all the chiplets are side-by-side on a 9-2-
9 build-up package substrate. The 20-layer 
fine metal L/S organic substrate is not cheap.

It should be noted that the requirement 
of lateral communications (RDLs) between 
chipets is fine-metal L/S/H (thickness) and 
at a very small and local area of the chiplets. 
There is no reason to use the whole TSV-
interposer or the whole organic substrate to 
support the lateral communication between 
chiplets. Therefore, the concept of using 
small area and a fine-metal L/S/H RDLs 
bridge to connect the chiplets to perform 
lateral communication (to reduce cost) for 
chiplet design and heterogeneous integration 
packaging has been proposed and is a 
very hot topic today. There are at least two 
different groups of bridge, namely rigid 
bridge and flexible bridge.

Rigid bridge
The RDLs of most rigid bridges are 

fabricated on a silicon wafer. The most 
famous r igid bridge is Intel’s EMIB 
(embedded multi-die interconnect bridge) 
[6-8]. For EMIB, there are at least three 
important tasks, namely: a) wafer bumping 
of two different kinds of bumps on the 
chiplets wafer (but there are not bumps 
on the bridge); b) embedding the bridge in 
the cavity of a build-up substrate and then 
laminating the top surface of the substrate; 

Figure 3: Xilinx’s chiplet design and heterogeneous integration packaging. SOURCE: Xilinx [3]

Figure 4: AMD’s chiplet design and heterogeneous integration packaging. SOURCE: AMD [4] 

Figure 5: Intel’s EMIB patent and FPGA module. SOURCE: Intel [7]
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and c) bonding the chiplets on the substrate 
with the embedded bridge.

Figures 5 and 6 show one of Intel’s 
patents [6], the EMIB substrate [7,8], bumps, 
and the Agilex FPGA module. It can be seen 
that there are two kinds of bumps on the 
chiplet, namely the C4 (controlled collapse 
chip connection) bumps and the C2 (chip 
connection or copper-pillar with solder-cap 
micro) bumps. Thus, wafer bumping of the 
chiplets wafer poses a challenge, but Intel 
has already taken care of this issue.

It can also be seen from Figures 5 and 6 
that the FPGA and other chips are attached 
on top of a build-up package substrate 
with EMIB with fine-metal L/S/H RDLs. 
Today, the minimum metal L/S/H is 
2μm/2μm/2μm and the bridge size is from 
2mm x 2mm to 8mm x 8mm [6], but most 
are less than 5mm x 5mm [7]. The dielectric 
layer thickness is 2μm. Usually, there are ≤4 
RDLs. One of the challenges of the EMIB 
technology is to fabricate the organic build-
up package substrate with cavities for the 
silicon bridges and then laminate (with 
pressure and temperature) another build-up 
layer on top (to meet the substrate surface 
flatness requirement) for chiplets (with both 
C2 and C4 bumps) bonding. Intel and its 
suppliers are working toward high-yield 
manufacturing of the substrate.

A few months ago, Intel published 
a paper at IEEE/ECTC 2021 [8] that 
pointed out the bonding challenges  
of chiplets:

•	 Die bonding process; 
•	 Manufacturing throughput; 
•	 Die warpage; 
•	 Interface quality; 
•	 Die attach film material design;
•	 Die shift; 
•	 Via-to-die-pad overlay alignment; 

and
•	 Integrated process considerations.

During IEEE/ECTC2021, IBM presented 
a paper on “Direct Bonded Heterogeneous 
Integration (DBHi) Si Bridge” [9]. The 
major differences between Intel’s EMIB 
and IBM’s DBHi are as follows:

•	 For Intel’s EMIB, there are two 
different (C4 and C2) bumps on the 
chiplets (and there are no bumps on 
the bridge), while for IBM’s DBHi, 
there are C4 bumps on the chiplets and 
C2 bumps on the bridge (Figure 7). 

•	 For Intel’s EMIB, the br idge is 
embedded in the cavity of a build-up 
substrate with a die-attach material 
and then laminated with another 
build-up layer on top.  Therefore, 
the substrate fabrication is very 
complicated. For IBM’s DBHi, the 

Figure 6: Intel’s EMIB wafer bumping and substrate. SOURCE: Intel [7]

Figure 7: IBM’s DHBi wafer bumping and process. SOURCE: IBM [9]
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substrate is just a regular build-up 
substrate with a cavity on top.

The bonding assembly process of DBHi 
is very simple (Figure 7). First, bond the 
Chip 1 and the bridge with nonconductive 
paste (NCP) and thermal compression 
bonding (TCB). Then, bond Chip 2 and 
the bridge with NCP and TCB. Those 
steps are followed by placing the module 
(Chip 1 + bridge + Chip 2) on the organic 
substrate with a cavity and then going 
through the standard f lip-chip ref low 
assembly process. The underfill under 

the bridge is optional. Figure 8 shows the 
demonstration by IBM [9].

The challenges in IBM’s DBHi are:

1.	 Handling and bonding of a portion of 
the tiny rigid bridge on a portion of the 
large chiplet with very fine-pitch pads; 

2.	Dealing with a situation in which there 
are more than one rigid bridge on a 
chiplet; and 

3.	 Dealing with a situation in which 
there are more than two chiplets on a 
package substrate.

Intel’s and IBM’s rigid bridges are either 
embedded in, or are on an organic package 
substrate. There is another class of rigid 
bridge, which is embedded in the fan-out 
EMC. On May 12, 2020, Applied Materials 
obtained US patent 10,651,126 (filed on 
December 8, 2017). The company’s design 
embedded the bridge in EMC by the fan-out 
chip (bridge) first and die face-up process 
(Figure 9). This could be the very first patent 
of a rigid bridge embedded in fan-out EMC.

On August 25, 2020, during TSMC’s 
Annual Technology Symposium, the 
company  announced its integrated fan-out 

Figure 8: IBM’s test vehicle and demonstration. SOURCE: IBM [9]

Figure 9: Applied Materials patent: fan-out chip (bridge) first and face-up process. SOURCE: US PATENT 10,651,126
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local silicon interconnect (InFO_LSI) and 
Chip-on-Wafer-on-Substrate local silicon 
interconnect (CoWoS®_LSI) (Figure 10). On 
May 7, 2021, Unimicron applied for a U.S. 
patent in which the bridge is embedded in 
the fan-out EMC by the chip (bridge) first 
and die face-down process (Figure 11).

Dur ing IEEE/ECTC (June 2021), 
there were at least four papers published 
regarding the application of fan-out 
packaging technology to embed the 
rigid bridge in the EMC for the chiplets 
to perform lateral communications. All 
four of these papers discuss very similar 
technologies. In [10], ASE embedded 
the bridge in the EMC using the fan-out 
packaging method and called it stacked Si 
bridge fan-out chip-on-substrate (sFOCoS) 
(Figure 12a). In [11], SPIL called its similar 
technology fan-out-embedded bridge (FO-
EB) (Figure 12b). In [12], Amkor referred 
to its comparable technology as S-Connect 
fan-out interposer (Figure 12c). In [13], 
IME presented its bridge and called it 
embedded fine interconnect (EFI) (Figure 
12d).

Flexible bridge
I n  add it ion to  t he  r ig id  br idges 

embedded in build-up organic substrate 
(e.g., EMIB and DBHi) and fan-out 
EMC (e.g., Applied Materials, TSMC, 
Unimicron, ASE, Amkor, SPIL, and IME), 
there is the flexible bridge, which is the 
RDL itself. The flexible bridge consists 
of the fine-metal L/S/H conductors in a 
dielectric polymer, such as polyimide film 
[14]. The very first flexible bridge patent 
application US 2006/0095639 A1 was 
filed by SUN Microsystems on November 
2, 2004 (Figure 13). For high-speed 
and high-frequency applications such as 
millimeter wave frequencies, the dielectric 
layer can also be a liquid crystal polymer 
and is called LCP-flexible bridge.

The assembly process of flexible bridge 
is very simple and very similar to IBM’s 
DBHi as shown in Figure 14. However, 
both the C4 bumps and C2 bumps should 
be on the chiplet (just like Intel’s EMIB 
case). This is because it is very difficult 
to do wafer bumping on a flexible bridge. 
The biggest challenge of the f lexible 
bridge is handling the chiplets and flexible 
bridges during bonding. Also, there are 
other challenges if there are more than 
one flexible bridge on a chiplet and there 
are more than one chiplet with multiple 
flexible bridges.

Summary
S o m e  i m p o r t a n t  r e s u l t s  a n d 

recommendations are summarized as 
follows:

Figure 10: TSMC’s InFO_LSI and CoWoS®_LSI. SOURCE: “Highlights of the TSMC Technology Symposium – Part 2,” 
Tom Dillinger, SemiWiki, 9/7/2020

Figure 11: Unimicron patent application: fan-out chip-(bridge) first and face-down process.

Figure 12: a) ASE sFOCoS; b) SPIL FO-EB; c) Amkor S-connect fan-out interposer; and d) IME EFI. SOURCES: ASE 
[10], SPIL [11], Amkor [12], and IME [13]
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•	 Advanced packaging technologies have been ranked according 
to their density and performance and grouped into 2D, 2.1D, 
2.3D, 2.5D, and 3D IC integration.

•	 Chiplet is a chip design method, while heterogeneous 
integration is a chip packaging method.

•	 The key advantages of chiplet design and heterogeneous 
integration packaging are: 1) yield improvement (lower cost) 
during manufacturing, 2) fast time-to-market, 3) cost reduction 
during design, 4) better thermal performance, 5) reuse of IP, 
and 6) modularization. The key disadvantages are: 1) additional 
area for interfaces, 2) higher packaging costs, 3) more 
complexity and design effort, and 4) past methodologies are 
less suitable for chiplets.

•	 There are two groups of bridges: rigid bridge and flexible bridge.
•	 For rigid bridges, the RDLs are fabricated on a silicon wafer 

substrate. Today, the rigid bridges are embedded on an organic 
package substrate such as the EMIB and DBHi, and embedded 
in fan-out EMC, such as those by Applied Materials, TSMC, 
Unimicron, ASE, Amkor, SPIL, and IME.

•	 For a flexible bridge, the RDL comprises the conductor layer 
and the polyimide dielectric layer. For 5G millimeter wave 
high-frequency applications, it is recommended to replace the 
polyimide with the liquid crystal polymer (LCP), i.e., a LCP-
flexible bridge.

•	 The challenges of various bridges have been provided.
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Managing trade-offs in the chiplet era
By Rob Munoz  [Intel]

n h is famous 1965 paper [1] 
Gordon Moore foreshadowed that 
a chiplet-like approach would 

become attractive. By chiplets, we mean 
die that have been optimized to connect 
to other die within the same packaged 
device. Intel has used the term “tiles” 
to describe chiplets that are integrated 
using high-density, high-bandwidth 
interconnects enabled by advanced 
packaging technologies such as Intel’s 
2.5D embedded multi-die interconnect 
bridge (EMIB) [2], 3D Foveros [3], and 
combined EMIB-Foveros (Co-EMIB) 
[4]. Figure 1 is an illustration of chiplet 
packaging and physical connectivity 
taxonomy. In this f igure, AIB refers 
to the advanced interface bus chiplet 
interface standard [5] and HBMIO refers 
to the JESD235-specified high-bandwidth 
memory (HBM) interface standard [6].

Chiplets are poised to become “the 
new normal,” especially when building 
chips (both merchant and custom) for 
data center and edge deployments. The 
IEEE, in collaboration with SEMI and 
ASME, has sponsored a Heterogeneous 
Integ rat ion Road map [7]  ef for t  to 
foster collaboration and technology 
preparedness. As is outlined in an earlier 
article [8], there are several key adoption 
and scaling challenges that must be 
addressed and key trade-offs that must 
be understood and properly managed 
to optimally take advantage of a chiplet 
approach. In this ar ticle, we’ll delve 
more deeply into the trade-offs that were 
previously outlined.

Potential chiplet benefits
Key potential chiplet benefits include 

reduci ng por t fol io  ( both  produc t /
solution and project) costs, helping scale 
innovation and delivery capabilities, and 
improving time to solution. Product/
solut ion cost reduct ion is the most 
frequently mentioned potential chiplet 
benefit. This cost benefit is typically most 
pronounced in usages that require a large 
amount of silicon area, especially in the 
early years of manufacturing at a leading-

edge process node. Smaller die will have 
fewer defects than larger die and can 
help achieve higher mask/lithographic 
f ie ld  u t i l i z a t ion  (wh ich  i mproves 
manufacturing velocity and efficiency).

Likewise, the fundamental value 
proposition of heterogeneous integration 
is that each chiplet can be built in (or 
ideally, reused from) a process node that 
is well targeted for its intended usage. 
For example, it is often preferable to keep 
analog intellectual property (IP) in a more 
mature process node  because porting it 
can be difficult and time consuming, it 
often scales very poorly, and it typically 
has much more limited options for repair 
and redundancy to tolerate defects. 
Optical, radio f requency (RF), and 
other specialized analog IP may require 
process attributes that are not available 
in leading edge process nodes optimized 
for digital IP. Likewise, dynamic random 
access memory (DRAM) and embedded 
DRAM typically require specialized 
process nodes. Similarly, some process 
nodes may be heavily optimized for 
low-power  ope r a t ion .  W h i le  such 
nodes may be ideal for implementing 
energy efficient accelerator IP that can 

be configured to go “slow and wide” 
when higher throughput is needed, these 
process nodes are typically unattractive 
for implementing high-performance 
general-purpose processors, high-speed 
memories, and high-speed I/O.

Furthermore, the number and type of 
chiplets populated in a chip can more 
closely match the configuration that the 
customer is nominally purchasing (e.g., 
for a processor, this might include core 
count and I/O capabilities). This reduces 
the amount of disabled or “dark” silicon 
that needs to be manufactured to fulfill 
customer orders. When manufacturing 
capacity is tight, the opportunity cost 
of wasting silicon area is much higher 
than the nominal accounting cost of this 
silicon. The above factors in combination 
can significantly improve efficiency and 
cost effectiveness per silicon wafer when 
using a chiplet approach.

Large chips are often very desirable 
when addressing the highest performance 
dat a cente r  and h igh-per for mance 
computing (HPC) processing usages. We 
can use a chiplet approach to build chips 
with a silicon area that is substantially 
larger than the nominal reticle lithography 

I

Figure 1: Chiplet packaging and physical connectivity taxonomy with examples.
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exposure limit (currently  33mm x 26mm 
= 858mm2; the IEEE IRDS chapter on 
lithography [9] has projected trends). 
However, the maximum practical size of 
a commercial volume chip will still be 
limited by thermal, mechanical warpage, 
etc., considerations.

Chiplets can also help reduce project 
costs, scale innovation and delivery 
capabilities, and reduce time to solution. 
Ideally, chiplets would largely be reusable 
within and between product/solution 
generations and product lines while 
supporting per segment and potentially 
per customer feature tailoring where it is 
desired. For example, a chiplet approach 
would help a hyperscalar deploy a 
particular and potentially proprietary type 
of machine learning accelerator uniformly 
(albeit perhaps at different performance 
scaling levels) in their cloud and edge 
solutions. Within a given product/solution 
generation, chiplets can be combined in 
different arrangements to create many 
combinations of useful chip and solution 
configurations. Customized solutions 
can be created that use or reuse existing 
chiplets created internally, by customers, 
and/or by third parties, each of whom can 
ideally develop and evolve chiplets they 
create asynchronously and independently. 
Given the rapidly rising cost of designing 
chips targeted for leading-edge process 
nodes (see Figure 2 for a rough estimate 
based on averaging previous IBS [10] 
and Gartner [11] estimates), it will be 
increasingly important to amortize these 
costs over a broader market opportunity of 
products/solutions to make new products/
solutions economical.

Ideally, future high-volume standard 
product offerings will support one or 
more standardized chiplet attach “slots” 
to enable easy customization and high 
agility to adapt to rapidly changing 
customer and market needs. If these 
“slots” support protocols like Compute 
Express Link (CXL) and PCIe they can 
address a broad variety of transactional 
use cases (load/store data transfer via 
the PCIe or CXL.io protocols, memory 
access v ia the CXL.mem protocol, 
and cache coherent accelerator and  
I/O access via the CXL.cache protocol). 
Such an approach would provide a proven 
interoperability model for connecting 
processors, accelerators, memory, and 
external input/output interfaces together. 
Using CXL/PCIe also helps address 
system-on-chip (SoC) const r uct ion 

to collaborate on additional associated 
work in several important areas including 
design automation tooling, test [13], 
reliability [14], modeling and simulation 
[15], etc., as descr ibed in the IEEE 
Heterogeneous Integration Roadmap 
[7] and other places. Assuming this 
fundamental work on interoperability, 
m o d e l i n g ,  t o o l i n g ,  e t c . ,  w i l l  b e 
adequately addressed, when planning a 
chiplet-based solution portfolio there are 
still associated trade-offs around tiling 
overheads, thermal and input/output (I/O) 
escape constraints, and associated supply 
chain and economic considerations that 
must be managed.

T he t i l i ng  ove rhead s  on  power, 
performance, area, and cost are often the 
most visible potential disadvantages of 
using chiplets. The die-to-die interface 
that connects chiplets together in a 
package will typically consume more 
area, power, and performance overhead 
than hypothetical on-die connectivity in 
a monolithically-integrated alternative 
would require. While an efficient 2D/2.xD 
die-to-die chiplet interface can provide a 
10x or better improvement in bandwidth 
area and shoreline density (as measured 
in GB/s/mm2 and GB/s/mm, respectively) 
and energy efficiency (measured in pJ/bit) 
compared to current board-level PCIe and 
similar SerDes-based interconnects, tiling 
overhead is still higher than comparable 
figures for on-die interfaces. However, it 
is not necessarily always “fair” to directly 
compare a chiplet interconnect with an 
on-die interconnect because it may be 
impractical or impossible to even build 

issues (e.g., address space configuration, 
reset, initialization, register access, 
etc.) and security considerations that 
might otherwise hinder interoperability 
and early adoption. Furthermore, this 
approach enables a uniform software 
model across a solution portfolio that 
blurs the distinctions between whether 
funct ions are integrated on die, in 
package, or at the board or system level. 
A chiplet approach can also significantly 
sh r ink the requi red pr inted ci rcuit 
board (PCB) area needed for solutions. 
Space reduction benefits can be even 
more substantial when employing 3D 
packaging technologies like Intel Foveros 
and Foveros Omni.  

Potential chiplet disadvantages 
and associated mitigations

Unfortunately, there is no “free lunch” 
with chiplets. A key initial hurdle to 
achieve the full benefits of industry-
scale systematic chiplet reuse is broad 
adoption of fully-specif ied interface 
standards (see Figure 3 for details). 
Intel is collaborating on a cross-industry 
effort to standardize a widely applicable 
chiplet interface supportable at all major 
foundries and outsourced assembly and 
test (OSAT) suppliers that suppor ts 
CXL-based protocol connectivity [12] 
to help tackle this hurdle. While not all 
chiplets used in all solutions need to 
have a fully-standard interface, using 
industry or internal standards where 
possible will often reduce development 
and verif ication efforts and improve 
quality.  The industry must also continue 

Figure 2: Rough estimate of conventional chip design costs (average of IBS [10] and Gartner [11] estimates).
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a monolithically-integrated alternative 
(due to die size-based yield or reticle 
size limitations, intellectual property 
portability/suitability considerations, 
development cost challenges to achieve 
all the required configuration variations, 
etc.). Still, chiplets are not necessarily 
going to be economically optimal in cases 
where a single “sweet spot” monolithic 
alternative is feasible and attractive.

Continuing advances in packaging and 
interconnect technology will help reduce 
tiling overheads over time. For example, 
Intel’s Foveros Omni is projected to 
support bump pitches down to 25µm 
and Intel’s Foveros Direct is projected to 
support bump pitches of 10µm or less. 
Each N-fold improvement in bump pitch 
and wire density scaling for advanced 
packaging potentially enables an N2 
improvement in bandwidth density. 
Likewise, as process technology improves 
and connection distance shrinks, we can 
reduce the voltages chiplet interfaces 
use to further improve energy efficiency. 
Chiplet interconnects should therefore, 
ideal ly, use a “many wires, simple  
I/O” philosophy rather than a SerDes-like 
“few wires and complex I/O” approach 
to take better advantage of upcoming 
improvements in connectivity technology. 

A more subtle disadvantage of using 
chiplets is that packaging, assembly, and 
test costs and durations will generally 
be h igher for mult i-d ie ch ips than 
monolithic chips. Using chiplets that 

can be individually, comprehensively, 
and efficiently tested prior to assembly 
together with a chiplet interconnect and 
packaging integration approach that 
enables efficient and comprehensive post-
assembly testing with an adequate degree 
of redundancy and repair can help mitigate 
this disadvantage. Likewise, not all chiplet 
solutions will necessarily require the 
high bandwidth densities that advanced 
packaging can provide, so ideally, the 
chiplet interconnect selected can support 
an option to use conventional low-cost 2D 
“standard package trace” packaging when 
that is economically optimal.

Thermal and mechanical constraints 
can also strongly influence system-level 
partitioning. It is often impractical to 
co-package multiple “hot” die together 
when doing so exceeds the thermal 
capabilities of the resulting system. This 
limitation can be especially severe in 
those industrial or far-edge usages that 
cannot rely on forced-air cooling. It is 
likewise similarly impractical to co-
package die that each require a lot of 
external PCB connectivity because doing 
so will increase package-level and PCB 
routing requirements and associated 
costs. Instead, it is generally preferable 
to co-package functions that require 
high-bandwidth connectivity between 
themselves to take full advantage of 
the previously noted 10x improvements 
i n  con nec t ion densi t y  and ene rg y 
efficiency while incrementally reducing 

communication latencies and improving 
system performance.

In production systems and supply 
chains, any addit ions to cycle t ime 
(processing and/or t ransit t imes) or 
supply chain uncer tainty will of ten 
require additional inventory to be carried. 
Purchasing external chiplets typically 
incurs margin stacking and additional 
inventory carrying costs. The use of a 
common set of chiplets in many chip 
configurations can mitigate the impact 
of these considerations by enabling 
inventory pooling. Likewise, consignment 
arrangements can help mitigate some of 
the margin stacking and carrying cost 
impacts.

W h i le  3D s t ack i ng  ca n  p rov ide 
substant ial savings in board space, 
interface density, and power efficiency, 
chiplets built to be 3D stacked with 
other chiplets have historically needed 
to be carefully co-designed (e.g., due to 
thermal, power delivery, signal integrity, 
etc., considerations), hindering the ability 
to reuse them in other contexts. However, 
as HBM memory has illustrated, we 
can usefully specify a standard 2D/2.5D 
interface to a 3D stack of chiplets that is 
supplied as an integrated subassembly. 
This considerat ion is a key reason 
why it is preferable to initially focus 
multivendor standardization efforts on 
2D and 2.xD chiplet connectivity usages 
before at tempting to standardize 3D 
interface details.

Figure 3: Chiplet interface specification requirements for industry scale adoption.

http://www.chipscalereview.com


3434 Chip Scale Review   January  •  February  •  2022   [ChipScaleReview.com]

Summary
To summarize, a chiplet approach has 

tremendous potential to reduce portfolio 
(both product /solut ion and project) 
costs, help scale innovation and delivery 
capabilities, and improve time to solution.  
Assuming the industry successfully 
collaborates to address initial adoption 
and scal ing chal lenges, planning a 
chiplet-based solution portfolio will still 
require understanding and managing 
the associated trade-offs around tiling 
overheads, thermal and input/output  
(I/O) escape constraints, and associated 
supply chain and economic considerations. 
By doing so, industry participants can 
effectively leverage a rich and innovative 
chiplet ecosystem to economically deliver 
a portfolio of innovative semiconductor-
based solutions. Together, we can realize 
a future where high-performance chiplet 
express lanes interconnect the separately 
constructed and manufactured functions 
that Gordon Moore foreshadowed in 1965, 
fundamentally reshaping how our industry 
collaborates to build future systems.
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A 2.2D die-last integrated substrate for heterogeneous 
integration applications
By Dyi-Chung Hu  [SiPlus Co.]

he semiconductor industry 
fol lows Moore’s  Law by 
s h r i n k i n g  d i m e n s i o n s 

f rom 5nm, 3nm, 2nm, and beyond. 
T h e  p r o g r e s s  i n  s e m i c o n d u c t o r 
tech nolog y d r ives up the need for 
a  h ig he r  i n t e r c on ne c t ion  de n s i t y 
and the requirement of reducing the 
interconnection length between chips.

Traditional packaging is divided into 
several packaging levels. However, 
because of more stringent performance 
requirements, the “level one” package 
(die to the substrate) is disappearing 
because it’s more beneficial to reduce 
the interconnecting distance between 
chips by using bare dies. For example, 
AMD’s 2016 Fiji product uses bare 
dies for the interconnection between 
a graphics processing unit (GPU) and 
high-bandwidth memories (HBMs). 
This structure has become the de facto 
standard for high-performance computing 

(HPC) packaging. Figure 1 shows that 
the number of HBMs on one substrate 
has been increasing over the years. The 
authors in [1] have predicted that HBMs 
on one substrate will double every five 
years based on past data. It is, therefore, 
expected that a larger packaging substrate 
with f ine lines is needed to meet the 
demand for increased processing power 
in the future.

Silicon manufacturing has an excellent 
infrastructure to meet the acceptable line 
requirements of the interposer. However, 
the current silicon-based 2.5D structure 
has limitations in extending its size to 
accommodate more HBMs on time. 

The term sil icon interposer is an 
interest ing one because sil icon can 
only act as the mechanical suppor t 
for a f ine line. However, silicon is a 
semiconducting material that needs the 
isolation of through-silicon vias (TSVs). 
Moreover, the TSV components have 

resistance, capacitance, and inductance 
[2],  as shown in ci rcu it  model ing. 
Therefore, efforts have been made to 
reduce these adverse effects by reducing 
the thickness of the silicon interposer, or 
removing it altogether.

When considering the manufacturing 
tech nologies needed to reduce the 
t h ick ne s s  of  s i l i c on  i n t e r p o s e r s , 
however, one must take into account 
environmental, social and governance 
(ESG) compliance—a major effort by 
many corporations. The trend toward 
ESG compliance encourages products that 
use less energy, materials, and processes 
needed for manufacture. Therefore, 
su it able heterogeneous integ rat ion 
solutions have to meet both criteria of 
high performance and ESG compatibility. 

Various TSV-less solutions have been 
developed in the packaging industry 
for the interposer. For the substrate, the 
“coreless” structure has been in mass 

T

Figure 1: The number of HBMs on a substrate doubles every five years.
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demonst r a t ion .  Moreover,  3x3m m 
daisy cha in loops on the TF-R DL 
and ceramic substrate are designed to 
check the connectivity of the TF-RDL 
directly to the substrate. The TV also 
aims to build a fine-line 2.2D substrate 
larger than the reticle size (33x26mm). 
To improve ease of manufacture of the 
2.2D substrate, adapting thermal reflow 
in a conventional solder reflow furnace 
is desirable.

2.2D integrated substrate TV 
manufacturing process 

The TV used to demonst rate the 
2.2D integrated substrate manufacture 
process f low is shown in Figure 3. The 
copper pillars are manufactured on 
AlN substrate, where the upper part of 
the pillars is electroplated with 5µm Ni 

production for over ten years because 
of its benefit to the system’s electrical 
performance. Solders are used for the 
interconnection of the silicon interposer 
to the underlying substrate. However, 
the solder itself also can be modeled as 
resistance, capacitance, and inductance. 
So removing the solders in the package 
would be benef icial to the electrical 
performance of the system. Therefore, 
solder-less solutions like fan-out wafer-
level packaging (FOWLP), integrated 
fan-out wafer-level packaging (InFO-
WLP), and embedded die have been in 
production for many years.

Figure 2 categorizes HPC packaging 
by the generic “through-x via” (TXV) 
and solder components needed inside 
thei r st r uctu re, thereby increasing 
structure complexity from 2.0D [3] to 
2.5D. For the 2.5D structure, a silicon 
interposer with TSVs is connected to 
the underlayer cored subst rate with 
solders. The cored substrate has through-
laminated vias (TLVs). On the other 
hand, the 2.0D packaging is a TSV-less, 
TLV-less, and solder-less structure with 
the shortest interconnection distance in 
the Z direction for the packaging. SiPlus 
has verified the 2.0D test vehicle’s (TV’s) 
manufacturability and reliability with 
Nanya PCB Co. [4].

Recently, the TSV-less redistribution 
l aye r  ( R DL) -f i r s t  t e ch nolog y  ha s 
become popular among foundries and 
outsourced semiconductor assembly 
and test suppliers (OSATS). Various 
t rade names are used for this thin-
f ilm RDL (TF-RDL)-based TSV-less 
interposer structure, namely, silicon-less 
interconnect technology (SLIT), organic 
interposer chip-on-wafer-on-substrate 
(CoWoS®-R), R-Cube, fan-out chip on 

substrate (FOCoS), etc. 
However, those are the 
“die-middle” solutions 
and not a true die-last 
solution. Because dies 
are bonded to the TF-
R DL f i r s t  and then 
molded and debonded 
b e f o r e  j o i n i n g  t o 
t he  subs t r a t e ,  i t  i s 
desi rable to have a 
true die-last substrate 
solution based on TF-
RDL. A true die-last 
T F- R DL  s u b s t r a t e 
s o l u t i o n  b e n e f i t s 
f lex ibi l i t y,  a s  wel l 
a s  enabl i ng  k now n 

good die and known good substrates 
before assembly, and reworkability, et al. 
SiPlus has proposed 
[1]  a  2 .2D d ie - l a s t 
solution to enable TF-
RDL directly on the 
substrate. 

2.2D structure 
verification 
requirements

Because TF-RDL is 
fragile and easy to curl 
if one removes it from 
a carrier, in order to be 
able to use it as a die-
last substrate it needs 
to meet the following 
requirements: 1) The 
dimensional stability 
of the TF-RDL needs 
t o  b e  m a i n t a i n e d , 
otherwise, there will 
b e  m i s r eg i s t r a t io n 
between the TF-RDL 
and the substrate; 2) 
The robustness of the joints between 
the TF-RDL and the substrate needs to 
pass the substrate reliability test; and 
3) It is beneficial to utilize the existing 
infrastructure to realize the low-cost 
manufacturing process.

A 2.2D TV was designed to verify 
t he  a b ove  r e q u i r e me n t s .  T he  T V 
comprises two portions: the TF-RDL 
and the substrate. The joining segment 
of the TF-RDL is composed of a copper 
pad with solder plating on a polyimide 
dielectric. The substrate can be ceramic, 
laminated organic or glass, etc. Copper 
pillars with Au surface finish on AlN 
ceramic substrate are used for the TV 

Figure 3: The 2.2D TV integrated substrate manufacturing process flow.

Figure 4: One 60x60mm ceramic substrate and 
twenty-one 20x20mm ceramic substrates are 
mounted on the 12” patterned glass wafer. 

Figure 2: Classification of HPC substrates according to their complexity of 
packaging structure. 
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and 0.3µm Au. Two 5µm polyimide (PI) 
layers with two 3µm Cu metal layers 
were built on a 12” glass wafer for TF-
RDL. Each 10x10mm unit has four 
3x3mm daisy chain blocks that were 
populated on a 12” glass wafer. There 
is lead-free solder on top of each TF-
RDL pad. The Cu pillars were built 
with a height of 80μm on top of the 
ceramic substrate

O ne of  t he  de s ig n s  of  t he  2 .2D 
TV pat tern used for this study can 
accommodate substrates underneath 
the TF-RDL with an incremental size 
of 10mm. Figure 4 demonstrates the 
substrate integration with two different 
sizes of the ceramic subst rate that 
can be placed at will on the surface 
of  t he  12”  T F-R DL g la s s  wafe r s . 
For  t he  2 .2D T V,  t he  joi n i ng T F-
RDL to the ceramic subst rate with 
dimensions of 20x20mm, 40x40mm, 

and 60x60mm have been evaluated. 
One 60x60mm TV sample is used to 
check the feasibil ity of the surface 
mounting process for a sizable 2.2D 
substrate. The 40x40mm samples are 
used to get the warpage information 
of  t he  2 .2D i n t eg r a t e d  subs t r a t e . 
The 20x 20m m TVs were prepa red 
for the reliability qualif ication test. 
Ceramic subst rates were placed on 
a 12” glass wafer by pick and place 
e q u i p m e n t ,  w h i c h  h a d  a  n o t  t o o 
demanding placement accu racy of  
+/-25µm. Later, the assembly went 
t h r o u g h  a  c o n v e n t i o n a l  f u r n a c e 
with a peak temperat u re of 260 ºC  
for solder ref low.

After the 2.2D substrate assembly 
process ,  u nder f i l l  i s  d ispensed to 
p ro t e c t  a nd  e n h a nce  t he  bond i ng 
strength of the TF-RDL to the ceramic 
substrate. The underfill material A is 

the one that is commonly used for the 
protection of packages on a pr inted 
ci rcu it  boa rd (PCB) —it  has a  low 
viscosity for smooth underfilling. After 
underfilling, the assembly was cured in 
an oven at 150ºC for 15mins.

To further implement the underfill 
process for the 2.2D substrate, a good 
simulation tool is needed to optimize 
the selection of copper pillar height, 
underf ill gap and underf ill material. 
A computer aided engineering (CAE) 
tool f rom Moldex3D is used for the 
simulation of the underf ill process. 
For accurate simulation, we measure 
the underf ill mater ial A’s viscosity, 
curing kinetic and surface tension vs. 
the process temperature for the data 
input of the model. The simulat ion 
of  u nde r f i l l  f low p ropaga t ion  by 
u nde r f i l l i ng  mate r ia l  A i s  show n 
in Figure 5.  The simulat ion result 
at the end-of-f i l l ing state (351s) is 
in good agreement with the actual 
measurement. In addition, the liquid 
underf i l l moving f ront wil l f inally 
meet at Corner B. The shape predicted 
by the model also agrees well with the 
experimental result, as indicated in 
Figure 6. The f illet at Corner A has 
a larger volume than Corner B. After 
the underfill dispensing process, laser 
debonding is used to remove the 12” 
glass car r ier wafer. All the ceramic 
subst rates mounted on the TF-RDL 
are singulated into 2.2D integrated 
substrates using laser cutting.

Figure 5: Simulation of underfill flow propagation.

Figure 6: Comparison of the simulation of an underfill fillet formation vs. the experimental result. 
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2.2D substrate structure evaluation
The schematic daisy chain structures 

of the TF-RDL and ceramic substrate 
af ter the surface mount process are 
shown in Figure 7a. This 3D metal 
daisy chain structure on the ceramic 
substrate can be revealed by etching 
o f f  t h e  t wo  l a ye r s  o f  p o l y i m i d e 
dielectric. The red line indicates the 
daisy chain electr ical path from the 
TF-RDL pad through the ceramic’s 
copper pillar and moves to the adjacent 
copper pillar connected to the top TF-
RDL pad. In total, there are 7x7 TF-
RDL connection pads with matching 
copper pillars on the ceramic substrate.

Figure 7b is a scanning elect ron 
m ic r o s c o p e  (SE M )  c r o s s - s e c t io n 
view of a 20x20mm 2.2D substrate. 
T he  T F-R DL i s  not  v i s ible  u nde r 
th is magnif icat ion. The magnif ied 
por tion of two connecting pillars is 
shown in Figure 7c. The formation 
of solid solder joints is evident. The 
microstructure of the 2.2D substrate 
can also be revealed in detail by 3D 
X-ray as shown in Figure 8. Figure 
8a shows the top view of the 3D X-ray 
image including cross-section views 
along the green line (see Figure 8b) 
and along the red line (see Figure 8c). 
The formation of solid solder joints 
show up as “clear” in color. Several 
small voids inside the solder joint can 
be revealed as black dots on a white 
backg round of  solder  under X-ray 
exa m i na t ion .  T he  wa r page  of  t he 
2.2D substrate is measured by shadow 
Moiré test to be within +/-20μm in a 
40x40mm diagonal range from room 
temperature to 260ºC.

Electrical and reliability 
measurements

E a ch  10 x10 m m T V d a i sy  cha i n 
unit has four daisy chain blocks. For 
20x20mm and 40x40mm TVs, daisy 
chain blocks are measured in the two 
crossed diagonals. For the 60x60mm 
TV, except for the blocks in the two 
crossed diagonals, 4-side peripheral 
ones are also measured. The measured 
results are plotted in the accumulation 
with r a ther  t ight  d is t r ibut ions ,  a s 
shown in Figure 9a .  The averaged 
resistances for 20x20mm, 40x40mm 
and 60x60mm TVs are 0.366Ω, 0.336Ω 
and 0.347Ω, respectively, with standard 
dev ia t ions  of  0.035Ω, 0.027Ω and 
0.021Ω, respectively. Figure 9b shows 

the electrical measurement after the 
1000-cycle -65 to +150ºC temperature 
cycling test (TCT) (reliability test). 
The 20x20mm 2.2D TV test pat tern 
a v e r a g e d  a  r e s i s t a n c e  o f  0 . 3 8 Ω 
measured after 500 TCT cycles. The 
TV test pattern averaged a resistance 
of 0.386Ω after 1000 TCT cycles. The 
2.2D integrated substrate passed the 
MSL level 4 and 1000 cycles of -65 to 
+150ºC TCT test.

Applications of a 2.2D integrated 
substrate to heterogeneous 
integration

The 2.2D substrate can have various 
applications as heterogeneous integration 
integrated substrates for mid-end and 

Figure 7: a) The schematic structures of a 2.2D TV integrated substrate; and b) SEM cross-section view of a 20x20mm 2.2D substrate. 

Figure 8: A 3D X-ray image of the 2.2D TV after assembly: a) Top view; b) Cross-section view of the joints 
along the green line; c) Cross-section view of the joints along the red line; and d) An Xradia 520 is used for the 
3D X-ray image.
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high-end applications. Figure 10 shows the applications of a 2.2D 
substrate. The sections below discuss them.

Antenna in package (AiP) for 5/6G. The TF-RDL has an excellent 
pattern definition and dielectric thickness control, essential for a 
consistent antenna quality. This TF-RDL antenna array is also thinner 
than that of the standard laminated PCB.

Localized high-density bridge interconnect. One can place a TF-
RDL on localized areas for high-density applications similar to the 
bridge structure on the substrate. The bridges can also act as a direct 
die-to-die interconnection for side-by-side 3D die integration. 

A substitute supplier to the current high-end ABF substrate. 
Figure 11 shows the additional applications of a 2.2D substrate. The 
2.2D substrate can be used as a substitute supplier to the current high-
end Ajinomoto build-up film (ABF) substrate. A TF-RDL can achieve a 
finer line width than the metal lines on the present laminated dielectric 
substrate. The increased wiring density of a 2.2D TF-RDL will 
help to reduce the layer counts of the existing high layer count ABF 
substrate. It is interesting to know that the ABF substrate is usually 
symmetrically positioned against the core. Therefore, the bottom 
portion of the ABF substrate wiring capacity can’t be fully utilized. On 
the contrary, the 2.2D substrate has an asymmetric structure to meet 
the optimal wiring needs. 

High-end interposer-like applications. The 2.2D substrate can 
be applied to high-end interposer-like applications. Higher TF-RDL 
layer counts and 2µm fine lines are needed for this application. We 
have witnessed fine line and layer count improvement over the years, 
especially in semiconductor foundries.

Summary
An integrated substrate structure, “2.2D,” is demonstrated. The 2.2D 

substrate is a true die-last integrated substrate solution. The developed 
solution can put TF-RDL directly bonded on top of the substrate. 
Therefore, the 2.2D substrate simplifies the 2.5D structure, reduces 
the cost, and improves the product cycle time. We demonstrated 
the 2.2D substrate and manufacturing process by designing a 2.2D 
test vehicle with two metal layers of thin film bonded directly to a 
ceramic substrate. The connectivity of a 2.2D integrated substrate 
using a daisy chain run from TF-RDL to the substrate was validated. 
The 2.2D TV demonstrates good warpage behavior up to the solder 
reflow temperature. The 2.2D structure TV also passed the substrate 

Figure 9: TCT test results for a 2.2D integrated substrate: a) Different sizes of a 2.2D TV substrate resistance distribution before the MSL 4 test; and b) A 20x20mm 2.2D 
TV daisy chain resistance measured after MSL4, 500, and 1000 TCT cycles—all passed. 

Figure 10: 2.2D integrated substrate applications: 5/6G antenna and 
high-density bridges.

Figure 11: 2.2D integrated substrate applications: ABF substrate 
alterative, heterogeneous integration substrate.
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MSL level 4 and TCT 1000 cycle TCT 
elect r ical test . Therefore, the 2.2D 
structure shows good potential for a 
heterogeneous integration substrate for 
both mid-end and high-end applications. 
Fur thermore, we also disclosed that 
the 2.2D integrated substrate solution 
can be used in a 5/6G AiP structure, 
as a substitute in a current advanced  
ABF substrate, and in localized high-
density bridges. 
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Heterogeneous integration for AI applications: status 
and future needs (part 1)
By Madhavan Swaminathan, Siddharth Ravichandran  [Georgia Institute of Technology]

he semiconductor industry 
has been driven by Moore’s 
Law [1] for over five decades. 

With the number of transistors on a chip 
doubling every two years, this has led to 
almost exponential performance increase 
for microprocessors while making these 
chips affordable. The performance increase 
from one microprocessor generation to 
the next was supported through metal-
oxide semiconductor field-effect transistor 
(MOSFET) scaling proposed by Robert 
Dennard [2], which enabled area reduction 
while maintaining constant power densities. 
Until the mid-2000s, this trend continued 
until transistor leakage became a major 
problem because of thinning of the gate 
oxide to a few atomic layers. This has led to 
reduced frequency and reduced single thread 
performance scaling for microprocessors 
since the mid-2000s.

Several innovations over the last fifteen 
years related to materials, transistor 
structure and architecture have enabled 
continued area scaling to continue Moore’s 
Law. One such innovation is the use of 
multiple cores supported by software 
parallelism to increase performance. 
Today, microprocessors in data center 
applications contain more than a hundred 
cores with ten billion transistors and this 
trend of increasing core count appears to be 
continuing. Unfortunately, due to leakage, 
the power densities of microprocessors 
have increased since the mid-2000s. A 
combination of prohibitive costs associated 
with chip fabrication in advanced nodes, 
reduced area scaling, increased power 
densities and the general feeling that 
Moore’s Law is slowing down, is causing 
the semiconductor industry to pursue non-
traditional approaches to transistor scaling 
and computing. John Shalf [3] posits that the 
path forward is along three fronts, namely: 
1) Relying on more efficient architectures 
supported by advanced packaging, 2) 
Developing new materials and devices 
that enable non-traditional transistors, 
and 3) Innovation using new models for 

computation such as quantum computing. 
We focus on heterogeneity using advanced 
packaging in the context of artif icial 
intelligence (AI) as one path forward to 
continue Moore’s Law in this article.

AI is gaining momentum in data science 
as a means for solving difficult problems 
that are otherwise unsolvable. The AI 
algorithms being developed by the computer 
science community to support such solutions 
rely on neural network architectures for 
training and deriving inferences. Over 
the last several years architectures based 
on feedforward neural networks (FFNN), 
convolutional neural networks (CNN), 
recurrent neural networks (RNN), and 
others have emerged that rely on several 
layers of neurons interconnected through 
dense connectivity to address complex 
problems arising in science, computer 
vision, finance, robotics, and others. These 
computational architectures need to be 
mapped to computer hardware so that the 
neural networks can be suitably trained to 
derive inferences from data.

As the complexity of data to be learned 
increases, the number of hidden neurons 
in a neural network increase converting 
neural networks into deep neural networks 
(DNN), making the hardware required 
for computations even more complex. 
Unlike traditional microprocessor-based 
computing platforms, AI algorithms require 
signif icantly increased computations 
and storage needs, thereby limiting 
the performance gained from general 
purpose central processing units (CPUs). 
An alternative is the use of graphics 
processing unit (GPU)-based platforms 
that provide better performance than CPUs 
for neural network-based computations. 
However, GPUs consume high power 
and are not very energy efficient, thereby 
limiting their capability and applicability 
for many AI appl icat ions. Because 
neural network processing is highly 
parallelizable, exploitation of both data- 
and thread-level parallelism is required 
in the implementation of such computing 

architectures, but at low energy and power 
levels as compared to multi-core CPUs. In 
addition, the performance of neural network 
computations is limited by insufficient 
memory bandwidth and latency.

Rather than integrate all logic functions 
using a single process through monolithic 
(or homogeneous) integration as in system 
on chip (SoC), there is a trend towards 
polylithic (or heterogeneous) integration 
for microprocessors. This is being driven 
by the exponential costs associated with 
large dies implemented using advanced 
process nodes, the reduced time to market 
possible using smaller dies from optimized 
technology nodes, and the move towards 
heterogeneous semiconductor systems 
with dies connected f rom different 
process nodes. Such connectivity is being 
enabled by two fundamental technologies 
namely, 2D interposers and 3D stacking. 
The interposer connects dies together 
laterally using high-density wiring and 
resides between the dies and a package 
substrate, which can then be mounted 
onto a printed wiring board (PWB). As 
compared to interposers, 3D stacking 
supports much higher wiring density and 
shorter wires, but with drawbacks related 
to power delivery and heat removal. With 
AI applications being memory intensive, 
highly parallelizable, and requir ing 
memory to be placed near the logic for 
reducing latency, there is a natural fit for 
using both interposers and 3D stacking 
t o  ma x i m i ze  pe r for ma nce.  As  A I 
applications evolve, we expect the resulting 
system architectures to require extreme 
heterogeneity further justifying the need 
for a heterogeneous integration platform 
enabled by advanced packaging. 

In this paper we provide a survey and 
comparison of the various 2D, and 3D 
technologies available and in development 
based on the present and future needs posed 
by AI. This comparison is based on a set 
of metrics derived from data speed, energy 
efficiency and latency that have a direct 
impact on system performance. 

T
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System architectures for AI
We start with the basic building block 

for a neural network (NN), namely, the 
neuron as shown in Figure 1a. A neuron 
takes a vector of inputs X=(x1,…,xn), 
constructs their weighted sum WX=(w1 
x1,….,wn xn) and adds a bias (b) to generate 
the result WX+b. This is then passed 
through a nonlinear activation function 
to obtain σ(WX+b), which represents the 
output of this single neuron. The activation 
function introduces non-linearity and 
bounds the output. Using the neuron, 
a NN can be constructed consisting of 
input, hidden and output layers, as shown 
in Figure 1b. The purpose of the hidden 
layers in the figure is to capture non-
obvious interactions between the overall 
input-output relationships. Each hidden 
layer consists of multiple neurons where 
each neuron connects to each of the 
neurons in the subsequent layer, where 
each connection describes a different 
interaction pattern. This is an example of 
a FFNN used for inference (or prediction). 
As the number of hidden layers increases 
for capturing more complex patterns in 
data, the NN transforms into a DNN. For 
training, the error (e) generated by the NN 
is minimized by adjusting the weights in 
each layer through their gradients, which 
are then back propagated to the previous 
layer [4].

Figure 1: a) Single neuron, and b) Feedforward neural network (FFNN) [1].
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The mathematical operations to be 
performed in a DNN include matrix-vector 
multiplication (WX ), addition (WX+b), a 
pointwise operation as in activation using 
ReLU, sigmoid and others and fully-
connected layers using batch matrix 
multiplication. A NN may also include 
convolutional layers as in CNN, which 
involves matrix-vector multiplication 
using a sparse, or Toeplitz matrix [5]. In a 
NN, around 80-90% of the computations 
are related to matrix multiplications and 
convolution while the remaining 10-20% are 
used in the computation of vector functions 
such as ReLU, sigmoid and others. Rather 
than using a general-purpose CPU for such 
computations, accelerator chips can be used 
with smaller dies from advanced process 
nodes to reduce cost.

NN computations are memory intensive 
and therefore designs that only use on-chip 
cache (including high-density eDRAM) 
are not scalable to larger dimensions, as 
required for a DNN. Moreover, computing 
for AI requires high-speed communication 
between logic and memory at low energy per 
bit, and therefore, designing energy-efficient 
hardware represents a major challenge for 
implementing memory-compute systems.

The NN parameters (weights, bias, hyper-
parameters, and others) need to be stored 
in memory, and therefore, one possible 
compute architecture is to integrate high-
bandwidth memory (HBM) near the logic 
die, as shown in Figure 2a. The logic could 
be a CPU that includes a single accelerator 
where the NN computations are performed 
using processing elements (PE), where each 
PE constitutes a neuron that performs the 
multiplication, addition, and activation. 
The logic could also be implemented using 
multiple accelerators that constitute a larger 

NN. For such an architecture to work, the 
HBM and logic must be connected using 
short wires through an interposer as shown 
in the figure to reduce off-chip memory 
latency. For an HBM configuration that has 
four memory stacks, each having 8 channels 
that contain 128-bit data interface [6], it 
has been shown that the achievable total 
bandwidth aggregates to 1.63TB/s using a 
silicon interposer [7].

A method for reducing off-chip latency is 
by using the hybrid memory cube (HMC) 
based on the Neurocube architecture 
that integrates logic within a 3D-stacked 
DRAM memory. Here, each Neurocube 
accelerator contains one HMC containing 
16 vaults, where each vault consists of a PE 
that performs multiplication-accumulation 
(MAC) and a router for transferring between 
the logic and DRAM dies. Multiple HMCs 
can be assembled on an interposer and 
connected as shown in Figure 2b. In both 
architectures described, the memory is near 
the logic, and are dictated by logic centric 
computations. We refer to such architectures 
as near-memory processor (NMP). NMP 
architectures are generally limited by logic-
centric computations because the logic and 
memory are separated from each other.

A better approach is to directly perform 
computation inside memory, referred to as 
processor-in-memory (PIM) architectures 
where the memory array is re-purposed 
for computation, thereby realizing massive 
parallelism and almost nullifying data 
movement [7]. PIM architectures are 
emerging and use CMOS with non-volatile 
memory (NVM) such as resistive RAM 
(ReRAM) or ferroelectric FETs (FeFETs). 
The ReRAM crossbar st ructure can 
accelerate matrix-vector multiplications 
where the vector representing the input signal 

stored along the word lines can be multiplied 
with the matrix elements programmed 
into the conductance cells through current 
summing, with the output available through 
the bit lines. For a large matrix that does not 
fit into the array of the crossbar structure 
multiple arrays can be used where partial 
sums can be added to obtain the output [5].

Several possibi l it ies a r ise in the 
implementation of the PIM architecture 
with two of them described in [7] namely: 
1) A single PIM engine coupled with a 
DRAM module used to store the DNN 
parameters and establishes connections 
through an interposer similar to Figure 
2a with the logic replaced by PIM; and 
2) Multiple PIM accelerators where all 
the DNN parameters are stored within 
the PIM leading to a DRAM-free design, 
where the PIMs are connected through the 
interposer, as shown in Figure 2c. In the 
former, the DRAM stores the DNN model 
parameters and intermediate data—these 
parameters are then written into the PIM 
accelerator for each layer followed by the 
computations. This architecture could be 
limited by energy and latency overhead 
due to off-chip communication. In the 
latter, one possibility is to map the whole 
DNN into the on-chip memory of a single 
chip, but this can result in a large chip that 
would make testing complex, thereby, 
significantly increasing cost.

An alternative to the architecture 
discussed above is a multi-chip design where 
each die can be used for the computation 
of a layer, or compact layers in each die 
are combined using multiple dies. The 
input, output and intermediate layers are 
transported between dies in a pipelined 
manner. For inference, because the weight 
parameters are fixed, and the intermediate 

Figure 2: AI packaging architectures: a) NMP using logic and HBM; b) NMP using HMC; c) Multi-chip PIM accelerator; and d) Future extreme heterogeneity.
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data size is smaller than the weight 
parameters, the data communication latency 
and energy can be reduced. In [7], it has been 
shown that for AlexNet, a CNN implemented 
using a FeFET-based PIM accelerator, the 
multi-chip design leads to lower energy 
efficiency and latency as compared to a 
single-chip design. In addition, the multi-
chip design provides higher throughput 
because of pipelined execution.

In both NMP and PIM accelerator 
architectures, the DRAM, logic, and other 
dies come from different process nodes 
and are connected using 2D (interposer 
and package substrate) or 3D (stacking) 
leading to heterogeneous integration. As AI 
architectures become more prevalent there 
will be a need for integrating additional 
dies from other domains (analog, radio 
frequency (RF), and photonics), as well as 
different process nodes leading to extreme 
heterogeneity as shown in Figure 2d.

Comparison metrics
With 2D and 3D solutions available 

for connecting dies together, metrics are 
required to compare these technologies. 
In this section we describe five important 
metrics related to interconnect density, 
energy per bit, data rate, power delivery, 
and thermal design power (TDP) for 
comparing the various options. 

Interconnection density. As shown 
in Figure 2, the implementation of NMP 
and PIM DNN architectures requires 
connectivity between adjacent dies. When 
dies on a package substrate or interposer are 
connected, the number of die input/output 
(I/O or IO) terminals that can escape along 
the die edge to connect to an adjacent die 
becomes an important metric. Because the 
number of interconnects that can be routed 
depends on the length of the die edge and 
number of redistribution or wiring layers 
(RDL), a better metric is the interconnect 
density with units of IO/mm/layer [8]. 

Two dies connected together a re 
shown in Figure 3 where the circular 
pa d s  of  d ia mete r  D re pre sent  t he 
positions where the dies are assembled 
using solder or other means. The center-
to-center pad pitch is P with the pads 
staggered as shown in the figure, like 
pad arrangements in HBM. The number 
of interconnects that can be wired 
between the two dies over a distance. Py 
is given by:

  
Eq. 1

where L and S are the linewidth and 
spacing, respectively. This leads to an 
interconnect density per layer:

  
		  	 Eq. 2

(In part 2 of this article we will present Table 
2; the data in that table will show that the 
10X higher interconnect density for silicon 
(250 IO/mm/layer) as compared to organic 
interposer (25 IO/mm/layer) results in the use 
of fewer layers in the former. For example, 
7,500 wires can be routed along a die edge 
of length 10mm using just three wiring 
layers with a silicon interposer as compared 
to many more layers in an organic package. 
Because vias add additional parasitic losses 
and latency, increased layers will reduce 
performance. Layer count can be further 
reduced by decreasing the assembly pitch. 
For 3D stacking, the dies are connected 
vertically, and therefore, W=(1⁄ P)2. For 
a non-staggered pitch of P=10μm, this 
translates to an interconnection density of 
10,000 IO/mm2.)

Interconnect length. The length of the 
wire connecting adjacent dies determines 
the total resistance and capacitance of the 
interconnections, and therefore, represents 
an important design parameter to consider. 
From Figure 3, not all wire lengths are 

equal and therefore, an average wirelength, 
AWL, can be calculated as:

  
  Eq. 3

where DS is the die-to-die spacing, and 
K is the keep-out zone (KOZ). Most 
advanced packages have DS=100μm and 
K=50μm, and therefore, n and P are the 
main parameters that affect AWL. As 
more columns in each die are routed, 
AWL will increase, but compensation 
for the increased AWL can be achieved 
by using smaller pad pitch, P. For 3D 
stacking, the wirelength is the physical 
length that connects dies together, which 
includes the length of the through-silicon 
via (TSV). All wires have the same 
length in 3D integration. (In part 2 of 
this article, we will present Tables 2 and 
3 that show that some of the wirelengths 
are estimated based on Eq. 3, and others 
are based on published data.)

Data rate. Dies communicate with each 
other using a driver-receiver pair through 
the interconnection. With short wires 
that are a few mm long, simple driver 
and receiver circuitry can be used, as 
compared to long interconnections where 
equalization and error correction schemes 
are required, as shown in Figure 4a [9]. In 

Figure 3: Interconnect density and wiring length.

Figure 4: a) Driver-interconnect-receiver communication, and b) Eye diagram at the far end of the center line.
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the figure, Ron is the driver resistance while CTx and CRx are the driver 
and receiver capacitances, respectively. The interconnections are 
designed with minimum dimensions, where five coupled lines carry 
the signals in parallel. The RC parameters of the line are extracted 
using an electromagnetic (EM) simulator [10] and the eye-diagram 
at the far end of the center line is computed using the wirelengths 
derived from Eq. 3. The maximum data rate per IO that can be 
supported based on a bit error rate (BER) of 10-12 is then computed 
by increasing the signal frequency until the EHmask and EW shown in 
Figure 4b reach 0.1Vin (along the vertical voltage axis) and 0.1UI (UI 
= unit interval along the horizontal time axis), respectively. Because 
the linewidths and spacing are small, the interconnect response 
is RC dominated as can be seen from the eye-diagram. (In part 2 
of this article [Tables 2 and 3], we will show that the difference in 
data rate/IO between the various 2D and 3D approaches is due to 
dielectric permittivity (scales C), L/S (scales R & C), driver/receiver 
parameters and linelength.) 

Bandwidth density. The bandwidth density is derived as:

BW=IO/mm×Datarate/IO  Eq. 4

(For example, in part 2 of this article [Table 2], we will show that 
500Gbps/mm enables 5Tbps of data to be transmitted between 
dies across a 10mm edge for the silicon interposer.) 

Energy per bit (EPB). The energy consumed to transmit one 
bit through the interconnect channel for non-return to zero (NRZ) 
signaling is given by: 

  Eq. 5

where PD is the dynamic power, T is the time period for one clock 
cycle, CT is the total capacitance (CTx + C + CRx) to be charged, 
and Vswing is the voltage swing at the far end of the line. (In part 
2, we will show that it is important to note [from Tables 2 and 
3] that EPB is always lower for 3D stacking as compared to 2D 
approaches because of shorter interconnect lengths and smaller 
capacitances.)

Power del ivery. The system level power eff iciency is 
defined as:

          Eq. 6

where Pout is the power delivered to the die and Pin is power 
delivered to the voltage regulator (VR). The efficiencies are 
typically in the range 75-80% for the higher power applications. 
These efficiencies can be increased by either decreasing the 
effective resistance between the VR and die or/and integrating 
high-voltage conversion ratio regulators near the die on the same 
package [11]. (Because power delivery is an application-specific 
problem, we do not include it in the comparison Tables 2 and 3 in 
part 2.)

Thermal design power (TDP). The heat dissipated by the dies 
need to be removed through a thermal dissipation structure such 
as a heat sink, heat pipe, immersion cooling, or others using air or 
liquid. The TDP is defined as:

     Eq. 7

where the junction temperature, Tj, for the devices varies between 
85°C-130°C with an ambient temperature Ta of around 40°C. The 
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TDP has been increasing ~7%/year and 
today has a range between 200W – 300W 
for both the CPU and the GPU [12]. The 
AI chips developed so far have a TDP 
in the range of 75W-300W and most use 
engines that accelerate computations in 
conjunction with a CPU or GPU [13]. 
For example, the Tensor Processing Unit 
(TPU) from Google uses HBM combined 
with CPU for implementing training and 
inference engines. With average TDP 
of 250W and Tj=107°C, the effective 
thermal resistance Rth required translates  
to 0.3°C/W [12]. Achieving such low 
thermal resistances requires liquid cooling 
and is a metric that needs to be supported 
irrespective of the packaging type used.
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FOWLP and Si-interposer for high-speed 
photonics packaging
By Lim Teck Guan, Eva Wai Leong Ching, Jong Ming Ching, Loh Woon Leng, David Ho Soon Wee, Sajay B G, et al. 
[Institute of Microelectronics, A*STAR (Agency for Science, Technology and Research)]

he ever-increasing demand 
for higher data bandwidth 
in the data center has led 

to the requirement of higher speed, 
smal ler for m factors and scalable, 
integrated optical engines (OE). An OE 
comprises various electronic integrated 
c i rcu it s  (EICs)  and photon ics  ICs 
(PICs) to enable the optical/electrical 
(O/ E) sig nal  conversion.  With the 
advancement in semiconductor device 
technology, packaging and integration 
technologies are becoming the limiting 
factors to enable the OE to meet the 
demand of the data center’s high data 
bandwidth requirement of more than 
800Gbps. It is, therefore, impor tant 
to develop a cost-effect ive PIC and 
EIC packaging platform to realize a 
high data rate OE. The integration and 
packaging technologies must support 
the scaling of the number of optical 
channels and provides a high-speed 
elect r ical interconnect between the 
PIC and EIC of each channel of more 
than 100Gbps.

Advanced wafer-level packaging 
has been successfully used in state-
of-the-ar t f ield-programmable gate 
a r r a y  ( F P G A)  I C s ,  s m a r t p h o n e 
application processors, and graphics 
processing units (GPUs) to provide 
power-performance-form factor boosts 
that are not obtained by conventional 
packaging. A key benefit of advanced 
w a f e r - l e v e l  p a c k a g i n g  i s  t h e 
capability to achieve heterogeneous 
integration whereby ICs from diverse 
technologies (complementary metal-
o x i d e  s e m i c o n d u c t o r  [ C M O S ] , 
SiGe ,  s i l icon - on- i n su la t o r  [SOI ] , 
PIC ,  I I I -V  s e m ic o n d u c t o r s ,  e t c .) 
c a n  b e  i n d e p e n d e n t l y  o p t i m i z e d 
and tightly integrated in small form 
factor packages to ach ieve power-
p e r f o r m a n c e - f o r m  f a c t o r - c o s t 
opt imizat ion that  is  not other wise 
possible with monolithic integration.

D a t a  c e n t e r  OE s  u s e  IC s  f r o m 
diverse technologies such as CMOS/
SiGe for drivers and amplif iers, and 
I I I-V lasers.  These ICs need to be 
integrated into very small form factor 
system-in-packages (SiPs) to be able 
to bring in optical signals and convert 
them into electrical signals (and vice 
versa) to be processed by switches, 
FPGAs or other application-specif ic 
ICs (ASICs). Therefore, elect ronic-
photonic heterogeneous integrat ion 
e n able d  by  a dva nc e d  wa fe r- leve l 
packaging is a promising technique to 
realize high-speed optical engines for 
the data center.

Fo r  t he  b e s t  p e r fo r m a n c e  w i t h 
respect to speed, the EIC is integrated 
directly on top of the PIC. Currently, 
silicon photonics is the most promising 
t e c h n o log y  t h a t  c a n  p r ov id e  t h e 
necessary performance and highest 
functionality integration. The PIC here 
is an act ive interposer—it not only 
consists of the photonics circuit, but also 
provides the necessary physical area 
for the EIC and external routing and 
integration [1]. However, this is a costly 
solution because the PIC will require 
an addit ional large area to suppor t 
the EIC. In addition, for high-speed 
integration, through-silicon vias (TSVs) 
will be required to be used for the PIC 
active interposer. The fabrication of the 
TSV on the PIC requires many complex 
process  s t eps  a s  desc r ibed i n  [2]. 
Furthermore, the Si photonics circuit is 
fabricated in a 200mm wafer instead of 
a 300mm wafer, which makes the cost 
of this integration solution unattractive 
for most  commercial applications. The 
alternative solution is using various 
complex customized multiple assembly 
technologies for the multi-chip module 
integration. However, because of the 
complex assembly requirement and the 
limited scaling capability, this solution 
is not preferred.

IME is cur rently developing two 
packaging platforms based on fan-
out wafer-level packaging (FOWLP) 
and the Si-interposer to address the 
EIC and PIC integration requirement. 
T he f i r s t  solut ion is  based on the 
established FOWLP technology, which 
has been demonst rated for  d ig it a l 
and radio-f requency (RF)/mmWave 
ap pl ica t ion s  [3]  i n t eg r a t ion .  T he 
FOWLP has good R F per for mance 
and allows multi-chip heterogeneous 
integration to be well suited for this 
h igh-per for mance OE appl icat ion. 
For the Si-inter poser with a h igh-
r e s i s t iv i t y  s u b s t r a t e ,  i t  c a n  a l s o 
provide ver y h igh-speed and high-
bandwidth PIC and EIC integration. 
Addit ional ly, it  can provide a sub-
micron alignment feature for the fiber 
to the PIC passive assembly. 

Photonics FOWLP
The FOWLP integrat ion platform 

w e  d e s c r i b e  i s  f o r  h i g h - s p e e d 
PIC and EIC integ rat ion.  It  is  low 
c o s t  a n d  i t  l e v e r a g e s  a d v a n c e d 
FOWLP development for elect ronic 
semiconductor packaging. Currently, 
only the PIC with ver t ical coupling 
in FOW LP has been demonst rated 
[4]. The integration of the edge PIC 
r e m a i n s  a  b ig  ch a l l e nge  b e c au s e 
the embedd ing mold compou nd is 
not t ransparent in the optical signal 
s p e c t r u m ,  a nd  t he  op t ic a l  s ig n a l 
cannot be coupled from the optical I/
O at the edge of the PIC after molding. 
The optical I /O is very sensit ive to 
contaminat ion  because the opt ical 
signal has a very shor t wavelength 
(~1. 3 μ m  t o  ~1. 5 μ m) ,  t h e r e f o r e , 
polishing and cleaning the package 
to reveal the PIC edge I /O is ver y 
challenging and time consuming. To 
overcome this problem, the PIC optical 
I/O at the edge will be designed with 
an additional silicon buffer section, as 

T
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shown in Figure 1. The silicon buffer is just an additional 
section of the Si substrate of the PIC, extending beyond 
the edge optical coupling circuit. The PIC with this buffer 
section design is then embedded in the FOWLP process. 
The PIC buf fer sect ion protects the opt ical  I /Os and 
will only be diced off during the singulation, or dicing 
process, to expose the PIC optical I/Os. Depending on the 
application requirement, the EIC can be either embedded 
side by side with the PIC, or integrated on top of the  
FOWLP PIC.

The extended mold area of the FOWLP is used to support 
the elect r ical lateral and ver t ical rout ing connect ions 
using the redistribution layer (RDL). The RDL can provide 
very fine line width connections and reduce the parasitic 
components with good impedance control for high-speed 
connections. The PIC and EIC can be integrated laterally 
with a gap of less than 500μm. In this way, it can achieve a 
very short electrical length and a well-matched interconnect 
to support the high-speed and high-density integration. 
Through-mold vias (TMVs) can be designed on the FOWLP 
and the EIC can be stacked directly on top of the PIC for 3D 
integration. Although this can help to reduce the package 
size, it increases the design and process complexity.

Figures 2 and 3 show the schematic of the proposed 
laterally-integrated PIC and EIC using the FOWLP. The EIC 
here consists of the driver for the photonics modulator and 
the transimpedance amplifier (TiA) for the photodetector in 
the EIC. The FOWLP is designed for the f lip-chip assembly 
on the substrate. Flip-chip assembly is preferred as it can 
provide high-speed and high-bandwidth connection to the 
switch IC or ASIC on the mainboard. In addition, the f lip-
chip assembly allows the heat sink to be designed directly on 
the backside of the EIC to reduce thermal effects.

For the integration design described above, the high-
speed signal lines between the PIC and EIC, and the EIC to 
the external circuit, are usually designed using a differential 
t ransmission line. The performance of the differential 
transmission lines of 1.0mm length is modeled using a 3D 
(electromagnetic) EM simulator as shown in Figure 4. The 
typical dielectric constant and the loss tangent of the mold 
compound are around 3.4 and 0.008, respectively. The simulated 
results are shown in Figure 5. The return loss is more than 
30dB, and the insertion loss ranges from less than 0.15dB up 

Figure 2: Schematic side view of the proposed integrated PIC and EIC FOWLP 

flip-chip attached to the substrate.

Figure 4: Simulation model of a differentiated GSSG transmission line design 
on FOWLP.Figure 3: Schematic bottom view of the FOWLP with PIC and EIC (TiA and driver).

Figure 1: Schematic showing the FOWLP embedding solution of PIC with edge 
optically-coupled I/Os.
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the photonics I/O so that a buffer area 
is formed. The buffer area is part of 
protection for the photonics I/O facet 
during the subsequent molding process.

One of the possible processes that 
could be used to achieve the FOWLP is 
described here. The steps are similar to 
the RDL-first process developed by IME 
[5] as shown in Figure 6. The additional 
process step is to form the stop ring 
(dam). The stop ring is formed using 
a polymer or other suitable material 

to 100GHz. The simulated results show 
that the FOWLP interconnect has a large 
bandwidth and is capable of supporting 
the high-speed digital signal in the OE. 
These excellent electrical performances 
are achieved mainly because of the short 
interconnect design.

FOWLP photonics process.  The 
key chal lenge of  mold ing the PIC 
is to prevent contaminat ion on the 
photonics I/O facets. The PIC is first 
singulated or diced at a distance from 

if necessary. It is used to prevent the 
underfill in the subsequent step from 
f lowing to the opt ical I /O area , or 
protected area. The singulation process 
is designed so that the PIC buffer area 
together with its surrounding mold are 
diced off at Step 7. The FOWLP of the 
EIC and PIC with optical edge coupling 
is then formed. The integrated photonics 
FOWLP module can then be f lip-chip 
assembled to the main optical board or 
substrate for the main integration. The 
process described above is compatible 
w it h  t he  FOW LP process .  I M E i s 
cu r rent ly developing the complete 
process and evaluat ing the opt ical 
coupling performance.

Figure 7a shows the PIC test vehicle 
af ter  the FOWLP mold ing process 
before the dicing is done. The buffer 
region in the PIC helps to protect the 
molding compound f rom coming in 
contact with the PIC optical I/O facets. 
Figure 7b shows the PIC test vehicle 
af ter dicing. The picture shows that 
the molding compound adheres well 
to the PIC sidewall and did not f low 
in such a manner as to contaminate 
the PIC; the optical coupler is exposed 
after dicing off the buffer region.

Photonics through Si-interposer
The other alternat ive integrat ion 

platform for the EIC and PIC is based 
on t he  t h roug h-si l icon i nt e r pose r 
(TSI), which has also been successfully 
developed for high-density electrical 
integ rat ion.  The schemat ic of th is 
overall integration design is shown in 
Figure 8. The TSI is used to integrate 
the EIC and PIC, as well as to support 
the f iber assembly for the PIC. The 
main advantage of this Si-interposer is 
that it can provide the high alignment 
accuracy needed for mult i-channel 
optical fiber alignment and assembly. For 
all photonics communication circuits, 
the optical signal of the PIC must be 
eventually coupled to the optical fiber for 
external connection. The fiber assembly 
needs to achieve a h igh al ignment 
accuracy in the range of less than 2μm 
or 1μm (some PIC designs can only 
accept less than 1μm of misalignment) to 
achieve good optical coupling efficiency. 

I n  t h i s  p r o p o s e d  f i b e r- t o - P I C 
assembly solution, the Si-interposer 
serves as a base substrate to support 
the PIC and a fiber block, which holds 
the optical f iber ar ray, as shown in 

Figure 5: Simulation frequency response of the FOWLP differentiate transmission line up to 100GHz.

Figure 6: Proposed FOWLP process flow for PIC embedding.
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Figure 8. The alignment of the PIC 
and the f iber block is achieved by a 
pai r of al ignment or dummy f ibers 
placed on the deep trench or U-groove 
of the Si interposer. The Si-interposer 
is designed with a set of U-grooves 
a long i t s  leng th .  T he U-g roove i s 
formed using a dry etch process that is 
compatible with the PIC and TSI. 

The PIC and the f iber block will 
also have a set of matching U-grooves 
de s ig ne d  a long  t he  le ng t h  of  t he 
device. When the PIC and the f iber 
block are assembled face down on the 
Si-interposer, with the U-grooves of 
the PIC and the fiber block aligned on 
the dummy fiber of the Si-interposer, 
only the edges of the U-grooves will be 
physically in contact with the dummy 
fiber. Figure 9 shows the concept of 
using the U-groove edges to support 
the fiber. In this way, the optical axis 
of the f iber and the PIC waveguide 
will be self-aligned with a ver t ical 
height offset determined by the width 
of the deep trench and the diameter of 
the dummy f iber. The dummy f iber, 
which is a standard bare optical fiber, 
is used as a cylindr ical mechanical 
alignment and support feature  because 
of its inherent high precision diameter, 
yet low cost .  The standard opt ical 
bare fiber has a very precise diameter 
of 125µm diameter (Ø) ±0.7μm. This 
fiber-to-PIC alignment solution relies 
only on the edges of the U-grooves, 
w h i c h  a r e  u s e d  t o  s u p p o r t  t h e 
alignment fiber. The depth and profile 
of the U-grooves are not critical as they 
do not have any physical contact with 
the  alignment f iber (dummy f iber). 
Because epoxy will be applied in the 
U-grooves to assemble the alignment 
fiber, the depth of each U-groove just 
has to be deep enough to support the 
epoxy volume without pushing up the 
fiber, or affecting the fiber position, as 
shown in Figure 10. More details on 
the Si-interposer design can be found 
in [6].

It should be noted that the coupling 
e f f i c i e n c y  a l s o  d e p e n d s  o n  t h e 
per formance of the opt ical coupler 
of  t he  PIC.  A n opt ica l  couple r  i s 
usually used to mitigate the coupling 
loss because of the large mode size 
mismatch between the f iber and the 
opt ical waveguide. Besides having 
low coupling loss, the optical coupler 
shou ld have a  la rge misa l ig n ment 

Figure 7: Photonics FOWLP: a) Top view of the test vehicle before dicing; b) Front view of the test vehicle after dicing. 

Figure 8: Proposed solution using a Si interposer to provide the fiber coupling and integration for PIC and EIC.

Figure 9: Side view of the Si electrical optical interposer.
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t o le r a n c e  t o  r e l a x  t he  a l ig n m e n t 
a c c u r a c y  r e q u i r e m e n t .  Fo r  t h e s e 
reasons, the suspended coupler design 
is the preferred design over the typical 
inverse tapered coupler. The reported 
suspended coupler [7] has a 1dB excess 
loss of more than 2μm in the cross-
section misalignment, and more than 
40μm along the f iber direction. The 
performance of the suspended coupler 
closely matches the requirement of this 
Si-interposer integration platform.

Both the PIC and the EIC are f lip-
chip assembled on the Si-interposer. 

Us u a l ly,  t h e  f r o n t s id e  e l e c t r i c a l 
connection of the interposer is formed 
u s i n g  b a c k- e n d - o f - l i n e  ( B E O L) 
processing, which suppor ts the bare 

d i e  a s s e m b l y 
using micro solder 
bumps. Typically, 
up to three metal 
l a y e r s  c a n  b e 
f o r m e d  o n  t h e 
t o p  s i d e  o f  t h e 
Si - i n t e r pose r  t o 
support the front-
side routing. The 
m i n i mu m me t a l 
l i n e  w i d t h  i s 
a r o u n d  0 . 8 μ m , 
w h i c h  i s  m o r e 
t h a n  s u f f i c i e n t 
to support all the 
electrical routing 
between the PIC 
a n d  t h e  E I C . 
T h e  e l e c t r i c a l 
c o n n e c t i o n  o n 
t h e  b a ck s id e  of 
t h e  i n t e r p o s e r 
i s  fo r med u s i ng 
RDL, which has a 
much larger l ine 
width resolution. 
As most likely the 
top side BEOL has 
prov ided a l l  t he 
electrical routing, 
the backside RDL 
i s  u s e d  m a i n l y 

to suppor t the solder bump for the 
assembly of the Si-interposer to the 
subs t r a te  or  pr i nted c i rcu it  boa rd 
( PCB).  T he  e lec t r ica l  con nec t ion 
between the micro solder bump and 
the R DL is accomplished by using 
the TSV. The TSV helps to overcome 
the bandwidth-limiting inductance of 
the wire bond and increases the I /O 
density of the interconnect. For high-
speed electr ical connection, a high-
resis t iv it y Si  wafer  i s  requ i red to 
reduce the electrical loss.

For the TSI integration, the length of 
the TSV has to be much greater than 
the U-groove depth. The dummy fiber 
is designed to be supported by the edge 
of the U-groove, therefore, the depth of 
the U-groove needs to be deep enough 
so that it can accommodate the epoxy 
without overf low or pushing up the 
dummy fiber. Based on the preliminary 
desig n ,  the depth of  the U-g roove 
needs to be more than 50μm, but to 
prevent the Si-inter poser breakage 
during handling, it is recommended to 
increase the height of the Si-interposer 
to about 200μm.

The EM-simulated response of a 
d i f fe rent ia l  g rou nd-sig na l- sig na l-
ground (GSSG) TSV with a height of 
200μm is shown in  Figure 11. The 
typical aspect ratio of the TSV is 1:10, 
so for a 200μm high TSV, the diameter 
wil l be around 20μm. The pitch of 
the TSV is set to 100μm, and a high-
resistivity wafer of 700Ω.cm is used. 

Figure 11: GSSG TSV model.

Figure 10: Cross-section of the test vehicle assembly 
showing the U-groove edge supporting the fiber.
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As shown in Figure 12, the simulated 
ideal insertion loss is less than 0.5dB 
and the return loss can go from 10dB 
up to 100GHz. Again, the simulated 
result shows that the TSI can support 
the high-speed high-density EIC and 
PIC integration for the data center OE.

Summary 
Tw o  E I C  a n d  P I C  i n t e g r a t i o n 

pla t for ms a re  proposed he re.  T he 
FOWLP and the TSI platforms allow 
the PIC and the EIC to be integrated 
c lo s e  t oge t he r  w i t h  h ig h - d e n s i t y 
rout ing. This helps to improve the 
electrical performance and reduce the 
form factor, both of which are required 
to meet the cu r rent and futu re OE 
for the data center. For the FOWLP 
platform, the main solution to enable 
the embedding of the edge-coupled PIC 
has been illustrated. An extra section 
of the silicon substrate is designed on 
the PIC to protect the optical I/O. This 
additional section of silicon substrate 
is diced off after the FOWLP process 
to expose the PIC optical I /Os. This 
design is simple and is compatible with 
the current FOWLP process. This will 
enable the high-speed photonics circuit 

to be integrated using the cost-effective 
FOWLP platform.

The TSI integration platform, besides 
providing h igh-speed PIC and EIC 
integration, also provides the alignment 
feature for the fiber to the PIC assembly. 
Together with the PIC optical coupler, 
the fiber can be aligned using passive 
alignment, which is one of the main 
photonics packaging challenges.
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