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There are a plethora of devices and 
architectures that hold the promise of 
taking scaling beyond traditional Moore’s 
Law approaches. Research is being 
pursued in such technologies as qubits, 
spintronics, ultra-low power quantum 
devices, etc. But there is still much 
to be done with advancing transistor 
technologies, as well as the evolution of 
back-end-of-line technology. The cover 
article describes how graphene is being 
used to establish a new BEOL platform.   
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Advanced wafer-level packaging offers a 
sustainable path to high-performance computing
By Sally-Ann Henry, Jim Straus  [ACM Research]

eterogenous integrat ion 
( H I ) ,  a  k e y  t r e n d 
i n  s e m i c o n d u c t o r 
manufacturing, is becoming 

the path to extending Moore’s Law 
in terms of power, performance, area 
and cost (PPAC). Advanced wafer-
level packaging (WLP) architectures—
including fan-in and fan-out WLP 
(FOWLP), 2.5D and 3D WLPs—are key 
enablers of HI. They make it possible 
to pack 5G, artificial intelligence (AI), 
memory, power, sensors, and more into 
the electronic devices the world relies on 
every day in more applications than ever. 

Additionally, the power efficiency of 3D 
WLP helps to reduce carbon emissions, 
providing a sustainable pathway to 
high-performance computing (HPC). 
How those 3D WLPs are built in high 
volumes also contributes to achieving 
semiconductor manufacturers’ goals of 
zero waste to landfills. In this article, we 
explore manufacturing processes and 
tools used to build WLPs, and what can 
be done to make them more sustainable. 

WLP trends: what is driving growth?
Not only do WLPs provide the requisite 

design f lexibility and thin form factor 
needed to increase the performance of 
today’s data-driven devices and servers, 
they also deliver the reduced power 
consumption and extended battery life 
that sustainability-conscious consumers 
expect from their electronics. While WLP 
got its start in mobile devices, advanced 
FOW LP,  2 .5D a nd 3D W LP usi ng 
through-silicon via (TSV) interconnects 
are being used in HPC applications 
like data centers, gaming, 5G network 
infrastructures, AI, and more. 

According to market analysts, the 
global WLP market size is expected to 
f lourish at a compound annual growth 
rate of 21% between 2021 and 2028, as 
WLP continues to establish technical 
superiority over traditional packaging 

tech n iques [1].  Accord ing to Yole 
Développement, the total WLP market 
will reach $5.5 billion by 2025 [2]. This 
includes fan-in , FOWLP, 2.5D and 
3D WLPs. It is the latter three that are 
impacting the shift in manufacturing 
process and tools.

While there was a brief pause in market 
growth, caused by uncertainty when 
COVID-19 began, the market quickly 
recovered and shifted into overdrive 
to meet the demands of the digital 
transformation. As a result, we are in 
the midst of a global chip shortage. The 
outsourced semiconductor assembly and 
test suppliers (OSATS) have indicated that 
they are at capacity for not only WLP, but 
all types of semiconductor packages, and 
the only thing that will slow the pace of 
growth are shortages in the supply chain.

WLP manufacturing trends
W h i l e  t r a d i t i o n a l  p a c k a g i n g 

architectures—such as lead frame, quad 
flat no lead (QFN), wire bond and even 
flip chip—begin with die that are diced 
and ready for assembly, WLP is so called 
because final assembly, packaging and 
test take place while the die are still in 
wafer form. FOWLP deviates slightly 
from this, as known-good dies (KGD) are 
assembled to create a reconstituted wafer 
that implements a redistribution layer 
(RDL) to fan out the interconnects from 
the die to the package, thereby increasing 
the interconnect density.

Achieving a high-density interconnect 
is the driving force in optimizing all 
types of WLP. To increase inputs/outputs 
(I /Os), RDL layers are added, bump 
sizes are reduced, and TSVs must have 
higher aspect ratios. For example, low 
density FOWLP—such as embedded 
wafer-level ball grid array (eWLB)—
have fewer than 500 I/Os, no more than 
two RDL layers, and line/space widths of 
<8µm. Conversely, today’s high-density 
FOWLPs have more than 500 I/Os, three 

to f ive RDL layers, and a line/space 
metric of less than 8µm, with many now 
down to 5µm in production and 2µm in 
development [3].

At around 65nm, copper (Cu) pillars 
replaced t raditional wafer bumps to 
enable h igher density interconnect 
between die, or between die and the 
packaging subst rate. They are used 
mainly in 2.5D and 3D packaging where 
TSVs are used and are more complex to 
fabricate than bumps. Cu pillar diameters 
range from 20µm down to 5µm. At 5µm 
diameter and 50µm depth, TSVs are a 
challenge to plate and fill.

Many of the processes being used 
for advanced WLP are adaptations of 
those originally developed for front-
end wafer processing. One example is 
using high-density RDL to maximize 
FOW L P  p e r fo r m a n c e .  P r o c e s s e s 
used to create RDL patterns include 
advanced lithography, deposition, etch, 
and chemical mechanical planarization 
(CMP). TSVs require etch and deposition 
processes. Wafer bumping and wafer 
bonding also require CMP process steps. 

Tools of the trade
In the early days of WLP, as it was 

beginning to take hold, the industry saw 
the proliferation of new tool suppliers 
who carved a niche for themselves by 
developing WLP process tools targeted 
specifically to the OSATS.

These tools included those used for:
• Electrochemical plating (ECP) for 

Cu bump RDL, as well as TSV 
metallization such as barrier, seed 
and fill;

• CMP for wafer bumping, RDL 
a nd  hyb r id  b ond i ng  s u r f a c e 
preparation; and

• Wet processing tools used for 
deposit ion processes such as 
coating, developing and plating, as 
well as stripping and etching.

H
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Now that HI and “More than Moore” 
solutions are seen as the path to PPAC, 
leading foundries and integrated device 
manufacturers (IDMs) have shifted R&D 
focus from traditional scaling to develop 
leading-edge chiplet HI architectures 
using all the tools in the WLP toolbox. 
They are leveraging not only process 
know-how, but legacy systems to compete 
with OSAT providers for WLP business.

This worked well for early iterations 
of WLPs built using legacy node chips 
that did not quite need the level of 
precision and cleanliness required for 
today’s advanced WLP technologies. 
Additionally, as OSATS couldn’t easily 
absorb the cost of front-end tools, systems 
stripped of all the front-end bells and 
whistles made it economically feasible for 
OSATS to add capacity for WLP.

However, as technology nodes continue 
to shrink, the argument for front-end-
level tool capability grows. From high-
aspect ratio TSVs and finer-bump pitches 
to tighter RDL line/space widths and 
precision f latness for hybrid bonding, 
tools designed for early generations of 
WLP are not meeting today’s needs for 
higher levels of precision, uniformity 
and contaminat ion cont rol.  Wafer-
level processes have become much less 
forgiving, and call for tools with front-
end processing capabilities. But these 
tools must still be affordable to keep 
OSATS in the game. Additionally, as 
WLP products gain market share, all 
these processes must be adapted for high-
volume manufacturing environments.

For example, there’s a need for plating 
metal films in deep vias or troughs with 
depths more than 200µm at high plating 
rates. The process needs to address the 
mass transfer challenge while achieving 
a better pillar-top profile and delivering 
improved height uniformity, and better 
uniformity at a higher throughput.

The fine features of RDL line and space, 
Cu pillar bumps and TSV fabrication rely on 
advanced wet wafer processes for cleaning, 
coating, developing, photoresist stripping 
and etching. Hybrid bonding processes such 
as direct bond interconnect (DBI) calls for 
removing excess copper and the top barrier 
layer without inducing mechanical stress. 
It also requires wafers that are particle free, 
with extremely smooth surfaces. 

The importance of sustainable 
manufacturing

While semiconductors are at the heart 
of all the smart technologies that promise 
to create a more sustainable world, the way 
we manufacture them is part of the global 
problem known as climate change. For 
example, fabricating a small 2g microchip 
requires 32kg of water, 1.6kg of petroleum, 
and 72g of chemicals [4]. Multiply this by 
vast volumes of chips we produce each 
year to support the global data explosion 
generated by these innovations, and we are 
at risk of causing as much harm as good [5].

A s  t he  s e m ic onduc t o r  i ndu s t r y 
endeavors to support technologies that 
will make the world a bet ter, safer, 
cleaner place, we need to increase efforts 
for sustainabil ity in semiconductor 
manufacturing. If we focus on reducing 
our environmental footprint, we can make 
sure we’re not simultaneously destroying 
the world we are trying to save [6].

So in addition to optimizing all these 
processes for WLP applications, today’s 
tools must also be designed to help 
foundries, IDMs and OSATS reach their 
zero-waste-to-landfill goals with tools 
designed to reduce, reuse and recycle the 
chemistries used in wet wafer processing.

Summary
At ACM Research, we’ve leveraged 

our knowledge and expertise in front-
end process solutions and adapted them 
to address today’s high-volume WLP 
challenges. In addition to addressing ECP 
challenges, we have developed a process 
for removing excess copper and the top 
barrier layer from TSVs and Cu pillars 
without inducing mechanical stress. We 
are committed to supporting sustainable 
manufacturing efforts. To this end, we’ve 
developed closed-loop systems that 
require lower chemistry volumes and 
recycle and reuse chemistries in real time 
to make the processes eco-friendly.
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Advanced microelectronics packaging technologies 
and their performance
By Ray Fillion  [Fillion Consulting]

ew packaging technologies 
a r e  d e ve lo p e d  fo r  o n e 
of two reasons: either to 

address advances in semiconductor 
device technology, such as higher I/O 
counts, faster clock rates, higher power 
dissipation and lower operating voltages; 
or to meet the requirements of new 
application areas, such as smartphones 
or implantable medical devices. Any 
new packag i ng development  must 
meet the basic packaging functions for 
semiconductor devices.  

Basic packaging functions
Packaging a semiconductor device 

involves a number of key functions with 
diverse requirements. First, the package 
must protect the chip from the following: 
1) physical damage from handling or 
assembly; 2) excessive moisture from the 
environment; 3) caustic fluids and gases; 
and 4) electromagnetic interference. 
These functions are generally provided 
by the package enclosure such as a 
plastic molded package for commercial 
use, or a ceramic car r ier for harsh 
environments. The package must be 
able to provide power and ground rails 
without excessive voltage drops, ripple 
or noise. It must provide input/output  
(I/O) connections that meet the switching 
frequencies and the operating voltage 
margins of the chip. I/O signal and power/
ground connections must be sufficiently 
robust to meet the operating temperature 
and thermal cycling requirements of the 
end-use environment. The package must 
provide a thermal cooling path that can 
handle the chip power dissipation without 
creating an excessive chip thermal rise. 
The package must provide suff icient  
I/O capacity to meet the I/O count and 
power/ground requirements of the chip. 
Finally, the package must have physical 
dimensions that meet the footprint and 
thickness requirements of the intended 
application area.

Semiconductor advancements
Semiconductor wafer fabr icat ion 

capabilities as measured in minimum 
gate width or minimum line width, 
have been the main driving force for 
semiconductor device advancements 
fo r  t he  p a s t  f ive  d e c a d e s .  T he s e 
advancements were due to improved 
p h o t o l i t h o g r a p h y,  m o r e  p r e c i s e 
equipment, cleaner fab spaces, innovative 
materials, and new device structures. 
Figure 1 depicts a plot of semiconductor 
minimum feature sizes (typically gate 
lengths) for each semiconductor node 
from the 1970s to the present, going 
from 10µm in 1972, to 10nm in 2019 
[1]. It shows a 1000-fold reduction in 
feature size, which corresponds to a 106 
increase in the number of gates per mm2. 
With each node shrink, semiconductor 
devices achieved higher speeds, higher 
I/O counts, lower operating voltages, 
higher current levels and higher power 
d i s s ipa t ion .  I n  r e s p on se  t o  t he se 
semiconductor advances, packaging 
and interconnection technologies have 
evolved with their own feature size 
shrinks, such as finer line printed circuit 
boards (PCBs) and substrates, f iner 
wire bond pitch, and tighter pitch solder 
joints. In other cases, the state-of-the-
art packaging technologies needed to be 
replaced with totally new approaches 
such a s  t he  t r ansi t ions  f rom wi re 

bonds to solder bumps, from perimeter 
leads to ball grid array (BGA), from 
2D assemblies to 3D assemblies, and 
from single-chip packaging to multi-
chip modules (MCMs). The following 
pa rag raphs wi l l  look a t  t he  la tes t 
advanced packaging technologies.

Embedded chip packaging
Embedded chip packaging (ECP) 

was developed as a high-performance 
MCM with greatly reduced interconnect 
parasitics. ECPs embed bare chips under 
a high-density organic interconnect 
layer. Electrical connections from chip-
to-chip or chip-to-I/O pad are made 
with a photo-patterned, redistribution 
layer  (R DL) on the d ielec t r ic  and 
through microvias directly to the chip 
I /O pads. This st ructure eliminates 
t rad it ional package wi re bond and 
solder bump connect ions and thei r 
interconnect parasitics.  Figure 2 depicts 
a perspective view and a cross-sectional 
view of a typical ECP with perimeter  
I/O pads formed on the top RDL layer 
for lead frame attach. Alternatively, 
BGA pads can be formed over the whole 
top surface of the module. ECPs have an 
order of magnitude lower interconnect 
inductance and resistance than flip-chip 
MCMs and two orders of magnitude 
lower interconnect inductance and 
resistance than wire bond MCMs [2]. 

N

Figure 1: Plot of basic semiconductor node minimum feature size, 1972 to 2019, for Intel memories and 
microprocessors [2].

http://www.chipscalereview.com


http://www.mosaicmicro.com


1212 Chip Scale Review   November  •  December  •  2021   [ChipScaleReview.com]

The downside of having a smaller footprint is a higher power 
density  that needs to be considered. ECPs also have the issue 
of the bare chips not being fully tested prior to embedding, 
potentially causing lower assembly yields.

Fan-in wafer-level packages (FIWLPs)
Fan-in wafer-level packages (FIWLPs) are chip-scale 

packages (CSPs) that are fabricated at wafer level as an 
extension of semiconductor fabrication back-end-of-line (BEOL) 
processing. The purpose of forming a FIWLP is to convert a 
chip with perimeter wire bond pads (about 90 to 95% of all 
chips) into a flip-chip like device with an array of solder bump 
pads. Figure 3 depicts a typical FIWLP in perspective view 
and cross-sectional view. The perimeter I/O pads are rerouted 
onto the center area of the die. A thin (5–10µm) organic 

dielectric layer covers the die surface. An RDL metallization 
connects to the chip perimeter I/O pads through microvias. 
After wafer dicing, the FIWLP is then flip attached using solder 
bump technology. The interconnect resistance, inductance and 
capacitance are reduced by an order of magnitude over the 
wire bonded device. As with the ECP devices above, the bare 
chip going into the FIWLPs are not fully tested and generally 
have a lower assembly yield. Like the earlier flip-chip devices, 
FIWLPs have a smaller footprint and have a higher power 
density. A FIWLP has some surface protection with its organic 
dielectric layer protecting the chip’s active surface, although 
it provides no protection to the chip sides and back surface 
making it somewhat less protective than standard packages.

Fan-out wafer-level packages (FOWLPs)
As the I/O count of high-end devices continued to increase, 

particularly processor chips, there were too many I/Os to 
reliably fan in to the center of the chip. Embedded chip 
packaging technology (detailed above) was utilized to create 
fan-out wafer-level packages (FOWLPs) that increased the area 
available for I/O pads. Bare chips are embedded in molding 
material forming a carrier. The same RDL interconnect 
structure is used as on the FIWLP technology above. The 
chips are spaced apart sufficiently to form the required device 
footprint. The chip pads are routed both over the chip center 
area and over the molding material. Flip-chip technology is 
used to form area array solder bumps. Complex devices with 
very high I/O counts often require the application of one or 
more additional RDL layers. Figure 4 depicts a typical fan-out 
device with I/O pads formed over the chip center area and over 
the molding material. Early fan-out fabricators utilized the 
same 300mm wafer carrier format, equipment and processes 
as used on FIWLP devices, while also adding a molding step. 
FOWLPs like the FIWLPs above had lower interconnect 
parasitics, and a significantly reduced footprint versus standard 
chip packages (about 4:1 less area). Like the FIWLPs above, 
FOWLPs’ smaller footprint would result in a higher power 
density. Because the chips were fully encapsulated, with 
molding material on the chip sides and back surface and an 
organic dielectric layer on the active surface, FOWLPs offered 
some additional chip protection.

Fan-out panel-level packages (FOPLPs)
A s t he  photol i t hog r aphy capabi l i t ie s  of  h ig h - end 

organic substrate facilit ies improved with f iner feature 
capabilities, organic substrate fabricators developed fan-out 
processes on organic fabrication equipment in larger format 
panels forming fan-out panel-level packages (FOPLPs). 
St r uctural ly, FOWLPs and FOPLPs are ident ical with 
similar materials, feature sizes, performance and footprints. 
Multiple companies have introduced, or are in the process of 
introducing, FOPLPs fabricated on larger PCB format panels 
such as 450mm by 550mm or larger panels. These include 
Amkor, Deca, SPTS, STATS ChipPAC, and others [3]. Panel-

Figure 3: FIWLP or chip-scale package (CSP) with area array solder bumps.

Figure 4: FOWLP or PLP with the chip perimeter I/O pads routed both over the 
molding material and over the chip center area. a) (top) Perspective view with 
embedded chip position shown with dashed lines; and b) (bottom) Cross-section 
view showing embedded chip with two RDL layers.

Figure 2: Multi-chip embedded chip package: a) (top) Five-chip ECP, perspective 
view; and b) (bottom) cross-sectional view.
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level processing of fan-out devices with their larger format 
panels will yield significant cost reductions over wafer-level 
processing because of the larger panel area and the lower 
equipment costs [4]. A wafer-level process on a 300mm line 
has about 70Kmm2 of processing area while a 450mm by 
550mm panel has about 240Kmm2 of processing area—a 
3.5 to 1 increase in processing area as depicted in Figure 5. 
FOPLPs are electrically, thermally and physically identical 
to FOWLPs.

3D-chip stacking
In order to increase the memory capacity per unit area and 

to minimize the physical distance from the memory chips to 
the processor chip, semiconductor companies and assemblers 
developed a number of chip stacking technologies. In the 
early chip stacking approaches, multiple bare memory chips 
with perimeter wire bond pads were stacked one on top of 
another forming a stack of two, four, or more chips. In one 
approach, chips were designed with all I/Os on one chip edge. 
Chips were then mounted with every other chip offset on one 
side and then the other with all I/O pads exposed. Low-profile 
wire bonds connected each chip pad either to a lower chip’s 
pad or to the package substrate. For higher I/O count chips, 
a spacer would be mounted between each chip allowing wire 
bonding on all four sides. 3D stacking with through-silicon 

vias (TSVs) was developed to handle high-bandwidth memory 
(HBM) devices that have multiple 128-bit data channels—
far too many for perimeter wire bond pads. HBM chips are 
stacked with each chip mounted directly over a lower chip. 
Figure 6 depicts a four-memory chip, staggered-chip stack 
with the chips wire bonded to an organic substrate (top) 
and a four-memory chip stack on a processor or interface 
chip with TSVs in the lower chips and micro-solder bumps 
interconnecting the chips. 3D chip stacking can increase 
circuit density by a factor of 2X to 10X, depending on how 
many chips are stacked. It also lowers the interconnect 
parasitics from the memory chips to the processor chip 
by more than an order of magnitude. 3D chip stacking is 
generally limited to memory chips where only one chip in the 
stack is active at a time. 3D chip stacking can have a higher 
yield loss as the chips have only been wafer tested. This is 
similar to the yield issues in ECPs noted above.

Package-on-package (PoP) stacking
For non-memory 3D applications such as mixed memory 

and processor applicat ions, package-on-package (PoP) 
technologies were developed. In this approach, single chips 
and chip stacks can be packaged in a stackable chip carrier 
and two packages can be directly stacked on each other 
using BGA solder attach. Two typical PoPs are depicted in 
Figure 7. A lower performance PoP configuration is depicted 

on the top with its lower package having a wire bonded 
application-specific integrated circuit (ASIC) and its upper 
package containing a two-chip, wire-bonded memory stack. 
A higher performance PoP is depicted on the bottom with its 
lower package a FOPLP package and with its upper package 
containing a four-chip, wire-bonded memory chip stack. 
The PoPs have a 2:1 footprint reduction and the memory-
to-processor interconnection parasitics are reduced by more 
than 2:1. Because a PoP has a power density that is 2X that 
of single-chip packages, the thermal cooling of the assembly 
may be an issue.

Figure 6: 3D chip stacking: a) (top) three staggered, wire bonded memory chips 
on an organic BGA substrate; and b) (bottom) four stacked memory chips on a 
processor or interface chip with TSVs in the lower four chips and micro-solder 
bumps connecting the chips.

Figure 7: Typical PoP modules: a) (top) lower performance PoP with wire bonded 
ASIC in the lower package and a wire bonded, two-chip memory stack on the upper 
package; and b) (bottom) high-performance PoP with a processor chip in the lower 
FOPLP package and a four-chip, wire bonded memory stack in the upper package.

Figure 5: FOPLP versus fan-out FOWLP: a) (left) 450mm x 550mm panel format; 
and b) (right) 300mm diameter wafer format.
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System-in-package (SiP)
O n e  o f  t h e  l a t e s t  p a c k a g i n g 

development areas is the system-in-
package (SiP). SiP is a combination of 
multiple active electronic components 
of different functionality, assembled 
in a single unit that provides multiple 
functions associated with a system or 
sub-system (JEDEC). A SiP generally 
contains processor chip, memory chips, 
assorted logic chips, and can contain 
discrete or integrated passive devices 
(IPDs), microelectromechanical systems 
( M EMS),  opt ica l  component s  and 
other packaged or unpackaged devices. 
The core of a SiP is an interposer or 
high-density substrate on which the 
components are mounted with multiple 
routing layers interconnecting between 
devices and vias to the bottom side I/O 
connections. High-end SiPs with fine-
pitch components use a Si interposer 
for several reasons: 1) its coefficient 
of thermal expansion (CTE) match to 
Si chips; 2) its f ine-line interconnect 
capability; 3) its ability to incorporate 
active elements; 4) its high thermal 
conductivity; 5) its ability to utilize 
ult ra-high-density micro-bumps for 
chip-to-interposer connections; 6) and 
for the high vertical I/O density that 
can be achieved with TSVs. Figure 
8 depicts a SiP with a Si interposer 
mounted on an organic substrate with 
an IPD embedded in the substrate. An 
integrated power electronic component 
( I PEC),  a  t h ree - ch ip  H BM s t ack , 
a processor ch ip,  and an inter face  
(I/F) chip are attached on top of the Si 
interposer with micro-solder bumps and 
connected to the substrate with TSVs in 
the Si interposer and solder bumps to 
the substrate.

Depending on the density of I /Os 
on the chips, efforts are underway to 
utilize a fine-line organic substrate as 
the interposer in the SiP, eliminating 
the costly large-area silicon structure. 
The organic substrate would potentially 
be a lower cost solution than the Si 
i n t e r pose r,  bu t  i t  ca n not  d i r ec t ly 
suppor t  h ig h- densi t y  m ic ro -bu mp 
cont ac t s  because  of  i t s  h ig h CT E 
a nd photo -pat t e r n i ng l i m it a t ions . 
O ne solu t ion  i s  t o  i ncor por a t e  Si 
bridge chips to form high-bandwidth 
communication between the HBM chips 
or stacks and the processor. The bridge 
chip is an inactive Si chiplet with fine-
line capability that directly connects a 

processor chip and a memory chip at 
very high density and with very low 
parasitics. The rest of the SiP chip-
to-chip and chip-to-PCB connections 
are done using the f ine-line organic 
interposer. Intel has demonstrated this 
concept with its embedded multi-die 
interconnect bridge (EMIB) [5]. Figure 
9 depicts a cross-sectional view of a 
SiP with an organic interposer and a 
high-interconnect density bridge chip, 
as well as the IPEC, the HBM stack, the 
processor chip, and the interface chip.

Heterogeneous integrated SiPs
A new push is underway to expand 

the capabilities of SiPs by implementing 
he t e rogeneou s  i n t eg r a t ion  w i t h i n 
the SiP. An IEEE-led task force is 
underway to develop a Heterogeneous 
Integration Roadmap, describing the 
applications, the technology and the 
resea rch needed to prov ide “More 
Than Moore” capability over the next 
15 years with a vision out to 25 years 
[6]. It is a growing belief that the five-
decade long semiconductor feature 
size shrink characterized by Moore’s 
Law that has dr iven the gate count 
increase per high-end chip for each 
new semiconductor node is slowing 
down for two main reasons: 1) because 
of the physical l imits of minimum 

gate feat u res ,  and 2) that  the next 
few generations of high-end devices 
will not be monolithic dies, but rather 
integrated assemblies of heterogeneous 
chips from multiple suppliers on a high-
performance interposer. Heterogeneous 
integration refers to the integration of 
separately manufactured components 
from multiple sources into a higher-
level assembly. Under this concept, 
microprocessors will be de-integrated 
from one complex chip, with 50 or more 
cores, each with separately controlled 
power rails, into 6 to 10 chiplets, each 
with multiple cores all mounted on a 
silicon interposer.

Packaging technologies vs. 
packaging performance

Table 1 compares how the various 
pa ck ag i ng  t e ch nolog ie s ,  de t a i le d 
above, address the main packaging 
a nd i n t e rcon nec t  r equ i rement s  of 
semiconductor dev ices.  Packaging 
technologies such as 3D chip stacks 
a n d  S i P s  r e q u i r e  a n  e n c l o s u r e 
st r ucture to provide normal device 
protection. Although Table 1 lists the 
3D chip stack and the SiP as having 
low mechanical and environmental 
protection, they would generally be 
mounted into a package that would 
provide the required protection.

Figure 8: Cross-section of a SiP with a silicon interposer. A HBM stack with TSVs, an IPEC, a processor chip 
and an IF chip are solder bump attached to the Si interposer that has TSVs to an organic substrate containing an 
embedded IPD.

Figure 9: Cross section of a SiP with an organic interposer. A HBM stack and memory controller with TSVs, 
an IPEC, a processor chip and an IF chip are solder bump attached on the organic interposer. A high-density 
interconnect Si bridge chip is embedded in the interposer, connecting the processor to the HBM 3D stack.
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Summary
Semiconductor advances have delivered 

exponential increases in gate counts and 
I/O counts, faster clock rates, and lower 
operating voltages over the past f ive 
decades that also came with higher power 
dissipation and higher supply currents. 
At the same time, new applications, such 
as smartphones arose, which also put 
new restrictions on the size and thermal 
performance of the devices. When these 
semiconductor advances and the new 
application requirements reached a point 
where standard packaging approaches 
could no longer be extended to meet the 
device needs, new advanced packaging 
technologies were developed and scaled-
up into high-volume production.  These 
new technologies included var ious 
forms of 2D-integration (ECPs, SiPs), 
3D-integration (chip stacks, PoPs), and 

shrinking packages (FIWLPs, FOWLPs, 
FOPLPs). The next, though not likely 
t he  la s t  sem iconductor  packag i ng 
development ,  is  the heterogeneous 
integrated SiP that can incorporate many 
of these current advanced packaging 
tech nolog ies  a long with advanced 
interposers and de-integration of complex 
processors into multiple chiplets. All of 
these packaging approaches are in, or are 
moving toward, high-volume production 
and all meet the key packaging functions 
the latest semiconductor devices need and 
the unique requirements of today’s high-
volume applications.
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A new, higher density QFP
By Chu-Chung (Stephen) Lee, Yao Jinzhong, Glenn G. Daves  [NXP Semiconductors N.V.]

This technical article (part 2) is a continuation of the Emerging Technologies column entitled, “A new, higher density QFP” 
in the September • October 2021 issue of Chip Scale Review.

axQFP (Figure 1) is a 
new high-density quad 
f l a t  pa ck  (QF P)  t ha t 

combines both gull-wing and J-leads 
in an over-molded package body. The 
outer row of leads are gull-wing (GW) 
leads, with the J-leads located inward 
towards the center  of  the package 
and interst it ial ly between two GW 
leads. The external lead pitch between 
adjacent leads of the same type (e.g., 
J-leads) is 0.65mm and that between 
adjacent leads of different types (i.e., 
b e t we e n  t he  J -  a nd  GW-le a d s)  i s 
0.325mm. As an example, on the 100-
lead MaxQFP (10x10mm body size), 
each side of the package has 13 GW-
leads and 12 J-leads resulting in a total 
of 25 leads per side and 100 leads for 
the package. One notable feature of 
MaxQFP is that these two rows of leads 
are not located on the same plane during 
molding—i.e., there is no dam bar on 
the lead frame strip. This design allows 
the leads to be vertically displaced from 
each other even at the position of the 
molded body. The resulting separation 
reduces the chances of shorting between 
leads and effectively enables almost the 
entire perimeter of the package to be 
used for I/O.

Two MaxQFP body sizes have been 
developed to date: a 172-lead (16x16mm 
body size) version and a 100-lead version. 
Together, these are able to replace five 
JEDEC-compliant QFPs with lead counts 
of: 64, 80, 100, 144 and 176 as illustrated 
in Figure 2.

Fo r  h i g h - p o w e r  a p p l i c a t i o n s , 
MaxQFP_EP (exposed pad) has also been 
developed as shown in Figure 3. It is 
similar to the QFP_EP, where a portion of 
the die flag is exposed, enabling it to be 
soldered to a printed circuit board (PCB) 
resulting in short thermal connection 
between the PCB, package, and die. Its 
thermal performance is signif icantly 
better than can be achieved by a similar 

M

Figure 1: a): (left) MaxQFP packages combine both QFP gull-wing and PLCC J-leads; b) (right) A top view of 
the 172-lead MaxQFP package is pictured, showing outer gull-wing and inner J-leads, positioned interstitially; c) 
(left) Bottom view of the 172-lead MaxQFP package; and d) (right) Close-up view of the same package.

Figure 2: MaxQFP simplifies package portfolios. The 100-lead MaxQFP (10x10mm) replaces the 64-, 80-, and 
100-lead QFPs, while the 172-lead MaxQFP (16x16mm) can replace both the 144- and 176-lead QFP.
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leaded package without an exposed pad. 
The thermal performance (e.g., thermal 
resistance) of both the MaxQFP and 
MaxQFP_EP packages will be detailed 
later.

Compared to JEDEC-compliant QFP 
packages, MaxQFP offers higher pin 
counts at similar body sizes, thereby 
enabl i ng  reduced consu mpt ion  of 
PCB area. This is a space savings and, 
ultimately, cost-saving advantage to 
users. For example, the 172-lead MaxQFP 

is in a 16x16mm body size, while the 
176-lead QFP is in a 24x24mm body 
size. This represents a comparative 55% 
reduction in area, as shown in Figure 4.

Be cau se  of  t he  i n t e nded  u se  of 
MaxQFP in industrial and automotive 
applications, both the inspectability 
of  e a ch  l e a d  a f t e r  PC B mou nt  i s 
important, as is the overall reliability 
of the package. Extensive data have 

been col lected , which are detai led 
b e low,  bu t  a r e  s u m m a r i z e d  he re . 
Fi rst , automated opt ical inspect ion 
(AOI) has been investigated on several 
com mercia l  systems with posit ive 
results. In addition, board-level solder 
joint rel iabil ity (SJR) data meet or 
exceed AEC Grade 1 standards. Also, 
component-level reliability st resses 
def ined by the AEC Q100 standard, 
including temperature cycling (TC), 
high-temperature storage life (HTSL), 
and un-biased humidity accelerated 
stress test (uHAST) were conducted—
also with positive results. For these 
tests, two different functional die were 
used, one from the 7 metal layer C40 nm 
silicon technology node and one from 
the 4 metal layer C90 nm node. Data in 
support of the AEC Q006 standard for 
copper wire devices were also collected, 
and also had positive results.

Technical data summary
As summarized above, the MaxQFP 

package was extensively evaluated by 
reliability testing, construction analysis, 
inspectability evaluation, and mechanical, 
thermal, and electrical simulation. Details 
of these evaluations follow.

Package reliability. AEC Grade 1 
reliability data were collected using a C90 
nm test vehicle die (with full functionality) 
in a 172-lead MaxQFP and are summarized 
in Table 1. This test vehicle passes all 
requirements to 2X at a minimum. In an 
attempt to capture some of the possible 
manufacturing process variations, four 
separate assembly lots were used for 
each stress test. Of particular note is the 
temperature cycling results, where the 
3,000 cycles passed represent twice the 
requirement of the AEC Grade 0 standard. 
This standard is intended for the highest 
reliability and most extreme automotive 

Figure 3: MaxQFP_EP with exposed pad to improve 
thermal performance.

Figure 4: A visual comparison between the 172-
lead MaxQFP (16x16mm) and the 176-lead QFP 
(24x24mm) showing the body size reduction of 55%. 

Figure 5: Both TC 1000 and 2000 cycle SAM images show no delamination that would violate AEC requirements.

Table 1: Reliability results for C90 nm test vehicle in a 172-lead MaxQFP (the bold text denotes the requirement 
of the AEC Grade 1 standard) (all tests passed).

Table 2: Reliability tests for C40 nm test vehicle in a 172-lead MaxQFP (the bold text denotes the requirement of 
the AEC Grade 1 standard) (all tests passed).
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environments, typically experienced 
for electronics in close proximity to the 
engine, transmission, or braking systems. 

Similar reliability data were also 
collected for the C40 nm test vehicle, 
again leveraging the 172-lead MaxQFP. 
These data are detailed in Table 2. This 
test vehicle also passed 2X AEC Grade 1 
requirements. As before, multiple assembly 
lots were used for each stress test.

In addition to the raw results noted 
above, post-stress scanning acoustic 
microscopy (SAM) images were taken 
to look for any package delamination. 
Examples of SAM images of post-TC 
1,000- and 2,000-cycle data are shown in 
Figure 5. In all cases, no delamination 
v iol a t i ng  A EC r e q u i r e me nt s  wa s 
observed on the test vehicles. Also, post-
stress decapsulation wire pull and ball 
shear tests were performed. All passed 
AEC Q006 requirements. Cross-section 
scanning electron microscope (SEM) 
images were also taken to assure that the 
ball bonds have no Cu-Al intermetallic 
degradation (Figure 6) [1,2] and no Cu 
void formation [3,4].

Board-level solder joint reliability. 
MaxQFP uses the same PCB design rules 
as a standard 0.5mm pitch QFP—namely 
0.1/0.1mm line/space [5]. Therefore, even 
though the interstitial pitch of the leads 
is smaller, no finer-pitch (higher cost) 
PCB manufacturing is required to design 
with MaxQFP. Board-level SJR data were 
collected using a daisy chain die in a 172-
lead MaxQFP under the temperature 
cycling stress condition of -40 to 125ºC. 
Cycling was continued until at least 50% 
of the parts failed, thereby enabling a 
statistical view of reliability performance. 
For this study, four separate PCB board 
footprints were designed (Table 3). The 
general automotive board-level SJR 
requirement is to pass 2,000 cycles before 
the first fail is detected.

Design A is the basel ine design, 
which is identical to the existing PCB 
footprint for both QFP gull-wing leads 
and plastic-leaded chip carrier (PLCC) 
J-leads. Design B shares the same lead 
length of design A with an increased pad 
width. Design C is an aggressive, shorter, 
footprint length, but has been eliminated 
because it cannot be detected by AOI 
systems. Design D is a modified version 
of design C, which is inspectable by AOI 
systems. The board-level SJR results are 
plotted in Figure 7. All three footprints 
(A, B, and D) exceeded the general 

automotive SJR requirement. Design D 
performs the best—not showing a failure 
on the J-leads until 9,791 cycles. It is the 
recommended PCB footprint design for 
MaxQFP.

Automated optical inspection system 

study. Because the solder joints of J-leads 
after PCB mounting reside under the 
package body, they are not inspectable 
with legacy AOI systems that only offer 
a top view. Therefore, for solder joint 
inspection of MaxQFP (or a PLCC, for 

Table 3: Four PCB footprints explored for MaxQFP.

Figure 6: Cross section/SEM image of Cu ball bonds of post-HTSL 2016 hrs showing no sign of Cu-Al IMC 
degradation and no Cu void formation.

Figure 7: Board-level TC stresses (-40 to +125ºC) results for designs A, B, and D using daisy chain samples. The 
first failure on design D is 9,791 cycles on the J-lead.

http://www.chipscalereview.com


2222 Chip Scale Review   November  •  December  •  2021   [ChipScaleReview.com]

that matter), systems equipped with 
side-view cameras are required. An 
example of such AOI images are shown  
in Figure 8. The side camera of this AOI 
system is able to capture the light reflection 
of J-lead solder joints, where a top-view 

camera is not able to do so.
Thermal performance study. As with 

any semiconductor package, thermal 
performance is a critical characteristic. For 
MaxQFP, this is particularly so because it 
effectively shrinks the body size compared 

to QFPs. This smaller body size results in 
less area from which to conduct or convect 
heat. The thermal resistance from junction 
to ambient air (θJA) is commonly used to 
determine thermal performance of each 
package type and can be calculated by a 
thermal simulation model. The procedure 
is def ined in the JEDEC JESD51-2A 
specification [10] for a natural convection 
environment. Following this method, the 
θJA values of a 172-lead MaxQFP, a 172-
lead MaxQFP_EP, a 176-lead QFP, and 
a 176-lead QFP_EP are calculated and 
compared in Table 4. These packages are 
all modeled assuming a two layers of signal 
and two layers of power (2s2p) thermal test 
board consistent with that described in the 
relevant JEDEC specification (JESD51-
7) [11]. These θJA values are not meant to 
predict the performance of a package in an 
application environment on a product PCB.

Three die sizes (45, 50 and 55mm2) 
were modeled for all four package types 
to calculate the θJA values. As expected, 
a larger die size can result in a relatively 
smaller θJA value at the same body size. 
Also expected, a package with an exposed 
pad has much better thermal performance 
than one without, because the additional 
heat transfer area is considerable. The 
surprising result here is that the 55% 
smaller MaxQFP package performs better 
thermally than the larger QFP package at 
similar pin counts. Comparing same die 
sizes, the improvement is about 16% for 
MaxQFP and about 10% for MaxQFP_
EP. The reason for this performance 
improvement is likely the high lead 
count density (i.e., leads per area) of 
MaxQFP compared to QFP. Again, this 
was a nonintuitive and surprising result, 
especially for the exposed pad package. 
But, these results clearly indicate that 
MaxQFP can fully replace QFP from 
a thermal perspective and even offer  
an advantage.

Electrical performance study. The 
100-lead MaxQFP package (body size 
10x10mm) was chosen for an electrical 
performance study and its characteristic 
results were compared with those of a 
100-lead QFP (body size 14x14mm). Like 
the thermal performance study discussed 
above, this electrical performance study 
was also conducted by simulation. The 
die size used in the simulation was 4.25 
x 3.91mm. The wire lengths ranged from 
1.71 to 2.36mm for the 100-lead MaxQFP 
part, and from 1.84 to 2.35mm for the 100-
lead QFP part. The direct current (DC) 

Figure 9: DC resistance comparison between a 100-lead MaxQFP and a 100-lead QFP.

Figure 8: An AOI image of a good solder joint where both J- and gull-wing lead joints are visible. This PCB used 
a 0.125mm solder paste stencil thickness. This image required a side camera to capture the light reflection.

Table 4: Thermal resistance value (θJA) comparison between MaxQFP and QFP at similar pin counts.
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resistance is almost identical between these two parts as shown in 
Figure 9. However, because of a smaller body size, the 100-lead 
MaxQFP shows lower signal net self-inductance and capacitance 
values at 100MHz than those of the 100-lead QFP (Figure 10). 
As a result of lower self-inductance and capacitance, the 100-lead 
MaxQFP package is expected to have less return loss for signal 
nets than the 100-lead QFP, as indicated in Figure 11. Overall, the 
100-lead MaXQFP package has improved electrical performance 
as compared to an equivalent lead count QFP, driven both by the 
smaller body size, and the addition of the short-electrical-path J-leads.

Summary
The semiconductor indust ry is in a constant dr ive for 

miniaturization, reduced cost, increased performance, and 
improved quality and reliability. This drive persists even in 
spaces where more mature packaging technologies reign. 
MaxQFP is a new package aimed precisely towards these 
objectives.

Often, the goal of package miniaturization can only be 
accomplished by increasing the f ragility of the package 
and by driving ever-finer dimensions on the PCB. Notably, 
MaxQFP performs even in extreme environmental use cases as 
encompassed by the AEC Grade 1 and Grade 0 standards and 
can be used even with standard PCB design rules.

Figure 10: a) (left) Self-inductance values at 100MHz for both 100-lead MaXQFP 
and 100-lead QFP; and b) (right) Self-capacitance values at 100MHz for both 100-
lead MaXQFP and 100-lead QFP. 
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Mo s t  o f  t h e  r e l i a b i l i t y  r e s u l t s 
presented here focus on the MaxQFP 
pack age  w it hout  a n  exposed  pa d . 
Mechanical simulations indicate that 
the MaxQFP_EP package will have 
similar reliability performance. As a 
future effor t, empirical data will be 
col lected on 172-lead MaxQFP_EP 
packages to verify this prediction.
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Sustaining Moore’s Law with graphene
By Kunjesh Agashiwala, Junkai Jiang, Ankit Kumar, Chao-Hui Yeh, Kaustav Banerjee  [University of California, Santa Barbara]

ince the invention of metal-
oxide-semiconductor (MOS) 
integ rated ci rcu it s  in the 

early 1960s, the speed, capacity, and 
complexity of the chips have increased 
dramatically, roughly following Moore’s 
Law, owing to various technological 
and process breakthroughs that doubled 
the transistor count per chip area every 
two to th ree years. Along with the 
advancement in transistor technology, 
the wires (or interconnects) that connect 
t he se  bi l l ion s  of  t r a n s i s to r s  have 
also evolved tremendously. Figure 1 
provides a snapshot of the evolution of 
the interconnect and intra/inter-layer 
dielectric (ILD) technology, also known 
as back-end-of-line (BEOL) technology. 
The aluminum (Al) wires used initially 
dur ing 1960-1980 were replaced by 
better performing aluminum-copper (Al-
Cu) wires, which were followed up in 
1997 by the currently employed dual-
damascene (DD) wiring scheme utilizing 
electroplated Cu, resulting in denser, 
faster, and more reliable wiring solutions. 

Scaling limitations of conventional 
interconnect materials

Even though cobalt (Co) has recently 
been introduced as a possible substitute 
for the nar rowest Cu l ines to keep 
Moore’s Law alive, these technologies 
will eventually run out of steam when 
wiring dimensions approach sub-20nm. 
At these critical dimensions, conventional 
technologies such as Cu, Co, and noble 
metals such as ruthenium (Ru) suffer 
from significant size effects, mainly due 
to a nonlinear increase in resistivity, and 
resulting wire and via resistances, which 
increases RC-delay and self-heating, 
degrades electromigration reliability, 
and thereby limits their current-carrying 
capacity and performance (Figure 2a-c) 
[1,2]. Additionally, void formation during 
metal fills in highly scaled (and high aspect 
ratio [AR]) trenches and via holes during 
the DD process exacerbates the reliability 
and variability problems, thereby making 
further increase in the aspect ratio difficult. 
Traditional solutions will fail to meet 
the performance-based current density 

requirements set forth by the International 
Roadmap for Devices and Systems (IRDS) 
beyond 15nm wiring dimensions, as shown 
in Figure 2d, necessitating an urgent 
need to identify alternative metallization 
strategies to keep Moore’s Law alive.

What is so exciting about graphene 
interconnects? 

Since its discovery in 2004 [4], graphene 
has been proposed as a potential material 
for future electronics because of its 
unique electrical, optical, and mechanical 
properties. Initially derived from its 3D 
layered allotrope-graphite (Figure 3a), 
graphene is a single atomic-layer-thick 
sheet of carbon atoms (Figure 3b). A 
hexagonal honeycomb crystal structure of 
graphene (Figure 3c) is formed by the sp2 
hybridized in-plane bonding arising from 
the electron sharing of each carbon atom 
with three nearest carbon atoms (Figure 
3d) with exceptionally high mechanical 
strength. This results in a unique electronic 
band-structure shown in Figure 3e where 
the conduction and valence bands precisely 

S

Figure 1: Evolution and scaling of BEOL technology—from the use of Al wires and SiO2 dielectric to the current state-of-the-art dual-damascene technology based on 
Cu and low-k dielectrics: a) A cross-sectional view of the various metallization technologies adopted by the semiconductor industry. b) Scaling of the metal-1 ½ pitch 
along with the cross-sectional scanning electron microscope (SEM) images corresponding to each new technological evolution.
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cross at Dirac points, thereby making 
graphene a zero-bandgap semimetal. 
Moreover, the linear energy dispersion (E-k 
relation) of electrons around Dirac points 
(Figure 3e) makes graphene different from 
other materials like silicon with parabolic 
electron dispersion. By patterning graphene 
into nanoribbons (Figure 3f), a bandgap 
can be opened (Figure 3g) because of the 
confinement of carriers in such materials; 
the magnitude of this bandgap is a critical 
function of the graphene nanoribbon 
(GNR) width and thickness [5] (Figure 3f). 
Furthermore, this bandgap is an indication 
of the highly nonlinear effects that occur 
at sub-50nm wire dimensions in these 
materials [6]. These nonlinearities can be 
alleviated by introducing foreign atoms/
molecules between the layers of graphene, 
also called intercalation doping, offering 
high flexibility in designing systems using 
graphene [7-9].

Multiple layers of graphene (also called 
multilayer graphene (MLG)) are preferred 
for designing interconnects and systems 
as compared to monolayer graphene. 
This is primarily because of its lower 
contact resistance and higher density of 
states compared to monolayer graphene. 
Unlike monolayer graphene, MLG has 
a parabolic band structure, which, after 
intercalation, signif icantly shifts the 
Fermi level and restores the linear band 
structure of monolayer graphene, offering 
a dual benefit of not only tackling the 
nonlinearities, but also signif icantly 
modulating its conductivity [9]. Moreover, 
the st rong sp2 hybr id ized bonds in 
graphene/MLG offer a substantially higher 
melting point than conventional metals 
(Figure 4a), and significantly higher 
mechanical strength (stronger than steel) 
and in-plane thermal conductivity. On 
the other hand, graphene’s extraordinary 

electrical conductivity is due to the π band 
(Figure 3d, e). These unique traits, in 
conjunction with low ρ0λ product (Figure 
4a) (which signif ies lesser elect ron 
scatterings at the surfaces and grain 
boundaries at ultra-scaled dimensions, 
and hence reduced resistivity size effect, 
Figure 4b), high carrier mobility, and 
high carbon abundance (inset of Figure 
4a) make graphene (or more specifically, 
doped multi-layer graphene (DMLG)) an 
ideal candidate for next-generation on-chip 
interconnects [7,8]. Apart from Cu, Co, 
and the noble metal Ru, several other noble 
metals (Pt, Ag, Au) and layered materials 
(MoS2, WTe2) have been considered as 
potential interconnect candidates, however, 
they either cannot match the performance-
based current density requirements, or 
suffer from poor carrier concentration, 
thereby restricting their use in upcoming 
BEOL technology nodes [7].

Figure 2: Challenges of the current BEOL technology: a) Schematic of the typical interconnect structure used in current CMOS technology with the barrier layer (in green) 
and the metal (in yellow). b) Resistivity vs. wire width for conventional metal interconnects as a function of wire width. The significant resistivity/resistance increase for 
sub-20nm critical dimensions is primarily due to the inability of the barrier layer to be scaled down at the same rate as the actual metal itself, which is shown in (c) to 
contribute more than 50% of the total wire resistivity at sub-10nm wire widths. d) Circuit-performance required current density for integrated circuit interconnects and the 
maximum allowed current density for Cu interconnects with TaN and single-layer graphene (SLG) barrier, Co capping, and Mn doping (from electromigration (EM) reliability 
and self-heating). While Mn doping and Co capping help in increasing the current-carrying capacity by restricting the diffusion (and hence, EM) of Cu atoms, it severely 
increases the wire resistance. The maximum current density allowed by self-heating and EM for Mn doping and Co capping are estimated from Black’s equation by using 
the experimentally obtained activation energy and the time to fail data. More information is available in [3].

Figure 3: Fundamentals of graphene and GNR. a-b) Graphite to graphene transition; c) Crystal structure of graphene showing the unit cell. d) sp2 bonding of graphene 
forming in-plane σ band, and origin of the π bands (from the out-of-plane pz orbitals) that are responsible for its amazing electrical conductivity. e) Electronic band-
structure of the π band of graphene displaying linear E-k dispersion of electrons and zero bandgap with the conduction and valence band edges meeting at the Dirac point. f) 
Various nonlinear effects (edge scatterings and bandgap opening) in graphene as its width is scaled down to sub-50nm critical dimensions. g) Bandgap (Eg) tunability of 
GNR, where N is the number of carbon atoms along the width (w) of GNR and n is a natural number [5].
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Integrating graphene interconnects 
in CMOS

Micromechanical (or liquid) exfoliation 
of graphene from bulk graphite yields 
relatively small (micron sized) f lakes 
that are not suitable for a complementary 
metal-oxide semiconductor (CMOS) 
process. The most common approach for 
growing relatively large-area graphene 
is to use chemical vapor deposit ion 
(CVD), which is based on the thermal 
decomposition of its gas-based precursors 
on a metal catalyst substrate such as 
Cu or Ni. While this approach yields 
high-quality graphene/MLG, it not 
only requires temperatures that are far 
higher than the BEOL thermal budget 
(<450ºC), but also requires a transfer 
from the metallic growth substrate to the 
desired substrate, making it unsuitable 
for direct application in the BEOL CMOS 
process.  Other techniques to g row 
graphene, such as epitaxial growth, or 
solid-phase growth, also require much 
higher temperatures than the allowed 
thermal budget and the resulting MLG 
quality is not sufficient for interconnect 
application (see Table 1 for a summary 
of various growth methods). Recently, 
the Nanoelectronics Research Lab (NRL) 
at UC Santa Barbara devised a new 
approach for growing high-quality multi-
layer graphene at signif icantly lower 
temperatures (~300ºC), by a pressure-
assisted solid-phase diffusion of carbon 
atoms th rough the bulk and g rain-

boundaries of a sacrificial catalyst metal 
(Ni) [8]. Approximately 20nm-thick 
MLG can be grown using ~65-80psi of 
mechanical pressure and ~30-60min of 
growth time. 

Figure 5a shows the cross-sectional 
schematic of the wafer/chip during the 
growth process. This technique is highly 

versatile and possesses the capability 
to be engineered to directly grow high-
quality low-temperature graphene/MLG 
with varying thicknesses on arbitrary 
substrates [10]. The quality of graphene/
MLG developed using this technique 
is equivalent to that produced using 
traditional methods (Figure 5b), making 

Figure 4: Advantages of graphene as a prospective interconnect technology can be seen in the following: a) Product of bulk resistivity (ρ0) and mean free path (λ) vs. the 
melting point of various conventional interconnect candidates in comparison to that of MLG, used for identifying the best interconnect candidate for advanced technology 
nodes. The conductivity of bulk MLG can be significantly modulated by doping to bring it inside the desired green corner, making it the best interconnect candidate for 
replacing Cu. The inset figure shows the annual production of various metals used in (or considered for) the BEOL technology. b) Table showing the resistivity of various 
metal candidates and two-dimensional (2D) van der Waals materials in comparison with doped (EF = ±0.6eV) and undoped MLG at a wire width of 20nm and aspect ratios 
of 0.5, 1, and 2, indicative of the resistivity size effect for the conventional metals as compared to graphene.

Table 1: Summary of various graphene/MLG growth techniques reported in the literature. The growth method 
developed in NRL-UCSB is the only method capable of satisfying the crucial CMOS-compatibility criterion.
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it a viable option for BEOL integration 
[8,11]. Additionally, the introduction of 
suitable intercalants/dopants between 
the layers of MLG (Figure 5c) can lead 
up to ~5x improvement in resistivity, 
~4x improvement in RC-delay, and 
~80%/72% benefit in switching energy 
a t  t he  loca l /g loba l  level  w i re s  a s 
compared to conventional interconnect 
materials (Figure 6a-d) [7], respectively. 
Fur thermore, DMLG interconnects 
provide 100-fold higher current-carrying 
capacity with respect to conventional 
metals, making them an ideal material 
fo r  nex t -ge ne r a t ion  i n t e r c on ne c t 
technology. While the above-mentioned 
demonst r a t ion has  opened a  clea r 
pathway for the integration of graphene/
MLG in CMOS tech nolog ies ,  i t  i s 
worth noting that the idea of DMLG 
wa s  f i r s t  p rop ose d  by  N R L [13] , 
followed by various other important 
technological innovations relevant to 
graphene/MLG interconnects. Figure 
7 provides a snapshot of the evolution 
of the key achievements in graphene/
MLG interconnect technology at NRL 
including its robustness under high-
current/electrostatic discharge (ESD), 
which is a major reliability issue [14].

W h i l e  t h e  r e l i a b i l i t y  a n d 
pe r for mance of  s i ng le -level  M LG 
wi res have been st ud ied in detai l , 
a key remaining requirement in the 
application of MLG as interconnects 
in today’s semiconductor technologies 
is the demonstrat ion of a mult i-t ier 
MLG wire/via system incorporating 
low-resistance contacts. This is crucial 
for demonstrating the benefit of MLG 
wires in contacting the transistors at 
the local level. The primary step for 
achieving this is to f irst grow high-
qual i t y  M LG rel iably  on mult iple 
l e v e l s .  F i g u r e  8 a - b  s h o w s  t h e 
demonst rat ion of la rge-area mult i-
level graphene (separated by a 200nm 
ILD) using the CMOS- compat ible 
growth technique. Almost identical 
character ist ics as compared to the 
bottom MLG are also observed for the 
top MLG, as evidenced by the various 
structural and optical characterizations 
for both top and bottom levels (Figure 
8a-b). The layered structures at both 
the top and bottom levels confirm the 
versat i l ity of the growth technique 
fo r  a r b i t r a r y  s u r f a c e  t o p olog ie s . 
Because of the difficulty of graphene/
M L G  t o  b e  g r o w n  v e r t i c a l l y  i n 

t renches, we employed the age-old 
subt ract ive etching (SE) technique, 
w h i c h  w a s  i n i t i a l l y  u s e d  fo r  A l 
interconnects, to join multi-level MLG 
interconnects with metal vias in an 
edge-configuration [10], which is the 
preferred method of contacting MLG 
while simultaneously minimizing the 
additional contact resistance. Rigorous 
sca l i ng ana lyses  i nd icate  t hat  t he 
increase in the total via resistance 
i n  t he  case  of  t he  M LG/met a l-v ia 
mult i-level  s t r uct u re is  more than 
compensated by the reduced MLG 
wire resistance (for a f ixed AR = 2), 
resulting in ~2-fold improvement in 
the overall circuit performance at sub-
10nm critical dimensions.

It is worth observing that the CMOS-
compat ible g row th process can be 
extended to grow MLG on arbitrary 
substrates if the growth conditions do 
not result in the thermal degradation 
of the substrate [10]. Because of the 
inability of the conventional barrier/
capping layer materials (TaN/Si3N4) to be 
scaled down below ~0.5nm (as it could 
otherwise lead to the diffusion of Cu into 
the surrounding dielectric), graphene-
based capping to conventional metal 

Figure 6: Performance analyses of CMOS-compatible single-level MLG interconnects: a) Schematic of two parallel copper wires of thickness HCu with barrier layer, in 
comparison with two adjacent doped-MLG wires, with a height of HDMLG; significant reduction in intra-layer parasitic capacitance can be obtained for DMLG wires, as 
compared to copper (Cintra,Cu>>Cintra,DMLG). b) Resistivity vs. wire width for conventional metal interconnects in comparison with DMLG. c) Delay for a unit-sized inverter 
driving a FO4 load via 100x minimum gate pitch local interconnects, as a function of wire width. d) Switching energy comparison between Cu and DMLG interconnects 
connecting 11nm multi-gate LSTP driver, showing ~80%/72% benefits in energy savings for local/global wires, respectively, assuming the same delay penalty of ~5% for 
both local/global wires. A power-optimal repeater insertion methodology [12] has been assumed for global wire simulations.

Figure 5: CMOS-compatible multilayer graphene (MLG) growth. a) Cross-sectional view of the wafer during the pressure-assisted CMOS-compatible solid-phase 
graphene growth technique. The growth occurs through the diffusion of carbon atoms through the grains (bulk) and grain boundaries of the sacrificial catalyst metal, Ni. 
b) Resistivity vs. wire width of undoped MLG using the CMOS-compatible growth technique in comparison with the conventional CVD method [7]. c) Schematic of FeCl3 
intercalation-doped MLG structure, and the corresponding band-diagram of MLG before (undoped) and after (doped) intercalation.
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interconnects is being actively evaluated, 
and has been demonstrated to reduce 
overall resistance by 15%  [15]. With that 
in mind, NRL recently demonstrated 
BEOL-compat ible g rowth of h igh-
quality MLG directly on Cu by inserting 
~2nm amorphous carbon layer between 
Ni and Cu [10]. In principle, with a smart 
choice of the overall growth conditions, 
and a thorough knowledge of the relative 
diffusion coefficients of carbon in the 
growth catalyst and growth substrate, 
this technique can be engineered to grow 
MLG on various metallic (Co, Ru, W, Pt, 
etc.) and dielectric surface topologies. 
Moreover, the current wafer coverage 
of ~10mm2 can be expanded to directly 

grow high-quality MLG on 300mm 
indust r y s t anda rd wafer s ,  mak ing  
this technique extremely versatile and 
industry friendly.

Intercalated MLG inductors 
overcome a 200-year-old limit

O n- ch ip  i nduc tor s  a re  e ssent ia l 
component s  i n  a l most  a l l  moder n 
electronic gadgets such as smartphones 
and computers and can occupy up to 
50% of the total chip area. However, 
unlike all other IC components that 
sh r ink with each technology node, 
inductors are hard to scale down as they 
solely rely on their magnetic inductance 
(Figure 9a).  Therefore, the design 

of inductors has remained basically 
unchanged since their invention almost 
t wo cent u r ie s  ago.  N R L a t  UCSB 
overcame this fundamental scal ing 
challenge by evoking sizable “kinetic 
i nd u c t a nc e  ( K I )”  ( F i g u re  9b)  i n 
intercalat ion-doped MLG inductors 
a t  r o o m  t e m p e r a t u r e ,  l e a d i n g  t o 
materials with the highest inductance 
densities ever created [9]. In contrast 
to conventional magnetic inductance, 
k inet ic inductance ar ises f rom the 
intrinsic inertia of the charge carriers 
and appears in series with magnetic 
i nduc t a nce ,  he nce  i nc re a s i ng  t he 
overall inductance for a given inductor 
footpr int (Figure 9b). Intercalat ion 

Figure 7: Graphene interconnect technology development timeline at NRL, UCSB: Evolution of graphene as an interconnect technology from the first proposal of doped 
graphene interconnects in 2008 to the demonstration of CMOS-compatible multi-level graphene interconnects in 2020.

Figure 8: CMOS-compatible multi-level MLG interconnects (separated by 200nm ILD) grown on a 4-inch silicon wafer. a) Optical image of a large-area MLG (bottom 
level) grown using the solid-phase growth technique. The sharp G and 2D peaks in the single-point Raman spectrum confirm the uniform high-quality growth. Cross-
sectional transmission electron microscope (TEM) images clearly show the layered structure of graphene, once again confirming the high growth quality. b) Similar to the 
bottom-level, the top MLG (optical image) is fabricated under the same conditions and exhibits almost comparable quality and thickness, as evidenced from the large area 
optical image, single-point Raman spectra and cross-sectional TEM image. The electrical properties of the bottom MLG before and after the fabrication of the top MLG (and 
Co-via) yielded nearly identical resistances.
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doping provides high Q-factors of up 
to 12, while the KI increases the total 
inductance-density by ~1.5-fold and 
thereby allows inductor scaling for the 
very f irst time. This development is 
crucial for the Internet of Things (IoT) 
industry and has been justifiably touted 
as a “ t r i l l ion-dollar breakthrough” 
by Forbes magazine [16] (Figure 9b-
g). Intercalat ion doping essent ially 
increases layer separation in MLG that 
leads to recovery of the linear band 
structure of monolayer graphene, which 
possesses the highest KI (Figure 9e-g). 

Further process and doping optimization 
ca n  p rov ide  up  t o  10 -fold  h ig he r 
inductance densities [17] and pave the 
way for next-generation IoT and wireless  
applications (Figure 9h).

Wafer-scale integration and 
manufacturing challenges for 
graphene

One of the main challenges for the 
large-scale integration of MLG/DMLG 
into CMOS processes is the absence of a 
wafer-scale MLG growth tool satisfying 

the BEOL thermal budget and process 
requirements. The graphene synthesis 
technology pioneered by NRL presents 
a comprehensive solution to the various 
challenges of integrating MLG into 
large-scale manufacturing of not only 
interconnects and inductors, but also 
graphene-based transparent electrodes 
[14,18], RFIDs and solar cells (Figure 
10a), and therefore, warrants the need 
for more sophisticated temperature and 
pressure controllers to precisely deposit 
a desired thickness of graphene/MLG 
on a given substrate over a large area.

Figure 10: Applications of MLG in electronics: a) Schematic illustrating the various applications where the wafer-scale low-temperature graphene growth developed by 
UCSB NRL can be utilized. b) Schematic showing the prospects of monolithic 3D integration using 2D materials, where each tier consists of an active layer, a BEOL layer 
and an ILD. At the first level, 2D field-effect transistors (FETs) are connected via graphene (Gr) and DMLG interconnects and inter-tier metal vias are used for establishing 
connection between the two tiers. The second tier consists of the recently demonstrated 0.5T-0.5R RRAM cells, which are connected by DMLG interconnects. The top tier 
consists of doped MLG inductors, which are connected to both the bottom tiers 1 and 2 using monolithic inter-tier vias.

Figure 9: High-performance intercalation-doped MLG inductors exhibiting kinetic inductance: a) Comparison of scaling trends: required area of a typical on-chip inductor 
vs. area of a single logic transistor (= gate pitch × metal pitch) and width of M1 interconnect. All the data were normalized with respect to the 130nm node. b) Schematic 
showing the difference between the conventional magnetic and kinetic inductance. c) Schematic of an intercalation-doped MLG. Intercalation doping introduces foreign 
atoms (Br2) between the layers of MLG. d) Optical image of a Br2 intercalation-doped MLG inductor. e) Thickness increment after doping for MLG ribbons with various 
initial thicknesses. f) Hyperbolic band structure of intrinsic/undoped MLG. g) Linear band structure of intercalation-doped MLG showing the doping effect, as evident from 
the shift in the fermi level. h) Inductance and corresponding inductance density versus quality factor for the spiral square inductor fabricated in (d).
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Apart from conventional transistor 
and interconnect scaling, the massive 
comput ing requi rements for futu re 
generations necessitate the need for 
alternat ive architectures. One such 
approach is  3D integ rat ion ,  or the 
sequential stacking of chips—including 
front-end-of-line (FEOL) and BEOL 
materials, devices, and interconnects 
in the vertical direction, which can not 
only reduce the interconnect delay, but 

also improve the bandwidth and energy-
efficiency of the entire chip. Various 
approaches such as through-sil icon 
via (TSV), f lip-chip or wire  bonding, 
have been used for interconnect ing 
multiple levels in a 3D-IC for a long 
t ime. However, their large parasit ic 
capacitances and severe elect r ical , 
t h e r m a l ,  m e c h a n i c a l  r e l i a b i l i t y, 
and adhesion challenges, as well as 
increasing costs and complexity with 

each genera t ion ,  seve rely  res t r ic t 
their use for future technology nodes. 
Monol i t h ic -3D ( M3D) i nt eg ra t ion 
i s  a not he r  t y pe  of  3D i nt eg ra t ion 
scheme, where multiple stacked tiers 
are fabricated sequentially on the same 
wafer via deposition/recrystallization of 
the upper tiers (Figure 10b).

Theoretical studies have demonstrated 
that g raphene-based interconnects, 
i nductor s ,  and sh ield ing layers  i n 
conjunction with 2D semiconductor 
material-based transistors can improve 
the integration density by more than 10-
fold when compared to TSV-based 3D 
integration density, and by more than 
1.5-fold when compared to conventional 
m o n o l i t h i c  3D  i n t e g r a t i o n  [19] . 
Additionally, the integration of logic and 
memory levels (Figure 10b) using M3D 
integration can alleviate the memory 
wall problem for today’s computing 
architecture, paving the way for high-
speed data transfer and computation. 
Consider, for example, the recently 
demonstrated 0.5T0.5R ultra-compact 
hybrid memory cell that reduces the 
device count by half for the very first 
time in resistive random-access memory 
(RRAM) technology history. It also 
simultaneously allows for higher lateral 
and vertical (3D) integration density 
with respect to the conventional 1T1R 
architecture, and can be monolithically 
3D-stacked to build the ultimate high-
density nonvolatile memory arrays and 
neuromorphic/in-memory computing 
systems, with sign if icant ly h igher 
vertical density than the conventional 
1T1R architecture (with RRAM on top 
of the transistor). These attributes enable 
unprecedented performance and energy-
eff iciency to emulate the workings 
of the human brain in the near future 
[20]. Therefore, effective methods for 
the seamless integration of graphene/
MLG, and/or other 2D materials with 
m a i n s t r e a m C MOS c ou ld  le a d  t o 
revolutionary new devices, circuits, 
and beyond-Moore architectures to fuel  
next-generation electronics.

Summary
BEOL passive devices including 

metal interconnects and inductors are 
facing fundamental scaling limitations 
that threaten to derail Moore’s Law. 
Pioneering inventions led by Professor 
Kaustav Banerjee at UC Santa Barbara 
have revealed that judiciously engineered 
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graphene, and synthesized in a CMOS-
compatible manner, can not only help 
overcome such major bottlenecks in 
CMOS technologies, but also br ing 
unprecedented energy-eff iciency and 
performance gain in next-generation IC 
products. Thereby, these inventions have 
established a revolutionary new BEOL 
technology platform for future ICs and 
paved the way for graphene’s entry into 
mainstream electronics.
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Introducing hybrid graphene/metal structures in the 
BEOL technology roadmap
By Swati Achra, Inge Asselberghs, Zsolt Tokei  [imec]

dva nc e d  s c a l i ng  i n  t he 
f ront-end-of-line (FEOL) 
needs to go hand in hand 

with innovations in the back-end-of-line 
(BEOL)—the network of interconnects 
t h a t  c o n n e c t s  s e a m l e s s l y  t o  t h e 
underlying device structures. This BEOL 
is organized in different metal layers 
(local, intermediate, semi-global and 
global) that are vertically-interconnected 
by means of via st ructures – f i l led 
with metals. Today, Cu-based dual- 
damascene is the workhorse process flow 
for making the interconnects. But with 
each new technology generation, routing 
congestion and a dramatic signal delay 
(resulting from an increased resistance-
capacitance (RC) product) become 
more and more problematic, forcing 
chipmakers to consider new integration 
schemes and materials for fabricating the 
interconnects. Imec, for example, foresees 
the introduction of alternative integration 
schemes such as hybrid via metallization, 
a semi-damascene process and hybrid 
height with zero vias for the nodes to 
come. These innovations promise to 
address the challenges that come along 
with metal pitches moving towards 21nm 
and beyond.

In parallel, alternative conductors 
with better figures of merit are being 
investigated to be used in combination 
with these advanced process schemes. 
The f igure of merit is defined as the 
product of the bulk resist iv ity and 
the mean f ree path of the ca r r iers 
in the metal. Of interest are cobalt 
(Co), ruthenium (Ru), tungsten (W) 
a nd  o rde re d  b i n a r y  i n t e r me t a l l ic 
compou nds such a s  A l Ni  or  RuV3 
(Figure 1) [1]. Researchers also look 
intensely at graphene, which, thanks 
to its remarkable properties, is making 
its way into many interesting fields of 
application such as (bio)sensing, energy 
storage, photovoltaics, optoelectronics 
a n d  c o m pl e m e n t a r y  m e t a l - ox i d e 
semiconductor (CMOS) scaling.

The promise of graphene for 
interconnect applications

Interest in graphene for interconnect 
appl icat ions comes as no sur pr ise. 
Graphene exhibits a high intrinsic carrier 
mobility (up to 200,000cm2V-1s-1) and 
a large current-carrying capacity (up 

to 108A/cm2) (Figure 2). In addition, 
graphene has a high thermal conductivity 
and compet it ive robustness against 
electromigration. It can also be made 
atomically thin, which helps alleviate the 
thickness contribution to the RC delay. 
Because of these exceptional properties, 

A

Figure 1: A grasp of new alloys screened for future interconnects [1].

Figure 2: Comparing properties of graphene (single-layer and few-layer) with other interconnect materials of interest.
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it has potential to fulfill diverse roles in 
interconnect applications. The material 
has, for example, been considered as 
an oxidation barrier and as an ultrathin 
diffusion barrier for metals. Researchers 
have also investigated the feasibility 
of using multilayer graphene wires or 
nanoribbons as an alternative conductor.

Graphene, however, comes with one 
major drawback: intrinsically, it does 
not hold enough charge carriers to be 
useful as a local interconnect. The lack 
of charge carriers severely reduces its 
electrical conductivity—a key metric 
for interconnect performance that is 
proportional to both the mobility and the 
carrier concentration. For this reason, 
several layers of graphene will be needed 
to cross-over Cu for example, for (local) 
interconnect applications – as confirmed 
by modeling. The number of layers will be 
a trade-off between the material’s overall 
contribution to resistance and capacitance.

Fortunately, there are ways to further 
modulate graphene’s conductivity. This 
has driven the research of so-called 
graphene nanoribbons – graphene layers 
patterned into narrow strips. The specific 
angular orientation of the graphene layers 
with respect to their underlying layer 
provides another knob for improvement. 

Finally, the conductivity of graphene 
can be boosted by doping, thereby 
providing graphene with extra electrons 
or holes to carry the current. Doping 
can be performed in several ways, for 
example by metal-induced doping—
enabled by bringing graphene in direct 
contact with metals like Cu or Ru. These 
hybrid metal/graphene schemes bring 
together the best of both worlds: the high 
carrier concentration of the metal and the 
high mobility of graphene.

Exploring hybrid graphene/metal 
interconnects

Below, we discuss the feasibility of 
using hybrid metal/graphene structures 
for sub-2nm interconnect applications. 
Two dif ferent st r uctu res a re being 
examined: graphene-capped metal and 
metal-capped graphene devices.

Graphene-capped ruthenium. Of 
interest for interconnect applications is 
the metal-induced doping of graphene that 
is expected to happen at the interface with 
Ru. To understand and be able to control 
the doping, the charge transfer at the Ru/
graphene interface was systematically 
investigated. Interfaces were formed after 

transferring a multilayer graphene film 
(grown by chemical vapor deposition 
(CVD)) onto a thin Ru film (typically 
5nm-thick) that was grown by physical 
vapor deposition (PVD) (Figure 3). After 
transfer, graphene was found to adhere 
well to the large area PVD Ru film.

T he t wo mai n  obse r va t ions  ca n 
be summarized as follows. First, the 
researchers found that the average 
resistivity of Ru dropped by more than 
15% after encapsulation with graphene, 
accompanied by a significant decrease 
in contact resistance (Figure 4). Second, 
internal photoemission spectroscopy 
exper i ment s  i nd icate  a  dow nward 

shift of graphene’s Fermi level into the 
valence band by ~0.5eV compared to 
intrinsic graphene, corresponding to a 
hole concentration of 1.9E13cm-2. This 
observation is an indication of metal-
induced doping that happens at the 
interface, causing graphene to become 
p-doped when added as a capping layer 
on Ru [2-4].

Fu r the r more ,  t he  Ru l i nes  were 
o b s e r ve d  t o  b e  l e s s  s e n s i t i ve  t o 
t e m p e r a t u r e  f l u c t u a t i o n s  w h e n 
encapsulated with graphene. This could 
be due to the high thermal conductivity 
of graphene, providing an alternative/
a dd i t iona l  pa t h  fo r  ef f ic ient  hea t 

Figure 3: Transmission electron microscope (TEM) image of a graphene-capped Ru structure.

Figure 4: Experimentally measured hybrid film resistivity of bare Ru (black) and graphene-capped Ru (red) 
devices for different thicknesses of Ru thin-film [4].`
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dissipation. This observation is of interest 
for future interconnect applications, as 
the self-heating in highly-scaled IC wires 
and an insufficient heat dissipation to the 
surrounding dielectric can degrade the 
interconnect’s thermal reliability.

Overall, the researchers conclude that 
these graphene-capped metal/hybrid 
structures provide an answer to the RC 
delay problem for future interconnects. 
Imec envisions their introduction in the 
BEOL technology roadmap for the 1nm 
node and beyond. Yet, more fundamental 
insights are needed to determine the 
exact conduction mechanism taking 
place within the capped structure. Either 
Ru remains the main conductor, with 
graphene helping to reduce its resistivity 
by suppressing scattering mechanism(s) 
in the metal. Or, the two conductors now 
act in parallel, with a higher conductivity 
for graphene (with respect to intrinsic 
graphene) because of the charge transfer. 
Modeling work is currently ongoing to 
get a better understanding.

Ruthenium-capped graphene. In 
the longer term, researchers at imec are 
looking into stacking alternating layers 
of graphene and metal to further boost 
the electrical conductivity. In such a 
metal/graphene/metal/etc. sandwich-
like structure, a second and different 
inter face wil l  now play an equal ly 
important role: the interface that results 
f rom depositing a layer of metal on 
top of graphene. Just like in the above 
study, the nature of the graphene/metal 
interaction at the interface can modify 
the physical properties of graphene. And 
its electronic band structure can also 
be significantly altered by the charge 
distribution at the interface.

Engineering the graphene/metal interface 
is, however, one of the most challenging 
bottlenecks. The (as-transferred) graphene 
layer typically contains many randomly-
oriented grains where the grain boundaries 
act as line defects and nucleation centers 
for metal deposition on top surface. This 
makes it challenging for depositing a 
metal uniformly covering the entire basal 
plane of graphene by means of traditional 
deposition method such as PVD or atomic 
layer deposition (ALD). Moreover, after 
transfer, the graphene surface suffers from 
contamination—calling for a suitable 
cleaning method that does not damage the 
graphene layer. 

I n  a  labora tor y  s t udy,  t he  i mec 
resea rchers per for med a hyd rogen 
p l a sm a  c le a n i ng  of  t he  g r aphe ne 
surface (by using an Ar/H2 downstream 
plasma), and subsequently deposited 
the metal (i.e., Ru) by using electron 
beam evaporation (Figure 5a). It was 
then investigated how these processes 
affected the electrical conductivity of 
the graphene/Ru stack. They found that 
af ter exposure to hydrogen plasma, 
graphene experiences n-doping and a 
r ise in charge carrier concentration. 
Unfortunately, single-layer graphene 
a l so  su f fe r s  f rom pla sma-i nduced 
defectivity. Thicker graphene films are 
observed to be less affected. Under these 
conditions, an overall improvement of 
18% in electrical conductivity of Ru-
capped (plasma treated) graphene devices 
could be observed (Figure 5b). These 
first results are encouraging, and further 
improvements can be expected by tuning 
the hydrogen plasma chemist ry and 
conditions, and by increasing the number 
of alternating layers [5].

Towards industrial adoption
T h e s e  r e s u l t s  d e m o n s t r a t e  t h e 

p e r fo r m a n c e  p o t e n t i a l  of  hy b r id 
metal/graphene schemes in advanced 
interconnects. Yet, several integration 
challenges remain to be solved before 
these interconnect schemes can be 
adopted in a 300mm fab. For example, 
while this study focuses on graphene 
t r a n s f e r ,  a  m o r e  e l e g a n t  w a y  o f 
depositing graphene would be direct 
growth on the metal template of interest. 
Growing high-quality graphene requires, 
however, high-growth temperatures 
(900-1000°C) and, as such, cannot be 
applied on interconnect-type of metals. 
Deposition at lower temperatures has 
been demonstrated, but comes at the 
expense of defect ivity and reduced 
quality of graphene. 

An alternative route that was applied in 
this study includes the transfer of high-
quality graphene that was previously 
grown on platinum foils by using CVD. 
This transfer route provides an interesting 
approach when the thermal budget is 
restricted. At imec, delamination and 
subsequent t ransfer of high-quality 
graphene on 300mm wafers has been 
demonstrated, but might be challenged by 
the topography of the underlying metal 
layer. This process also comes with a 
significant addition of process steps and 
calls for improved uniformity and process 
control. In addition, further research 
will be needed to optimally control the 
defectivity and specific orientation of 
the graphene layers. Studies at imec are 
ongoing to solve these integration issues 
and to turn the hybrid graphene/metal 
schemes into true industry-grade options.

Figure 5: a) (left) TEM image of Ru-capped plasma-cleaned few-layer graphene; b) (right) Transfer characteristics curves of bilayer (BLG) devices showing the change in 
the on-current and shift in charge-neutrality point (CNP) for as-transferred and plasma-treated graphene after the “graphene plasma clean” step. The solid and dashed 
lines represent the upper and lower bounds of the transfer curves, respectively, obtained from 63 devices. 
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Summary
T he  fea s ib i l i t y  of  u s i ng  hybr id 

metal /g raphene st r uctures for sub-
2nm interconnect appl icat ions was 
discussed. Two different structures were 
examined: graphene-capped metal and 
metal-capped graphene devices. In both 
cases, the interfaces between graphene 
and metal play a crucial role in the 
overall electrical behavior of the hybrid 
interconnect. While graphene-capped 
metal interconnects are the most mature, 
stacks of alternating layers may come 
into play in the longer term. It should 
f inally be noted that the above study 
focused on Ru as a metal of interest, a 
material that has recently emerged as a 
potential alternative for Cu metallization. 
But the concepts presented here are 
expected to be expandable towards other 
“interconnect” metals.
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Large-field, fine-resolution lithography enables 
next-generation panel-level packaging
By John Chang  [Onto Innovation]

apidly growing demand for 
new types of functionality 
a c r o s s  a n  e x p a n d i n g 

range of applications, including 5G 
communicat ion, smar tphones, data 
centers, servers, h igh-performance 
computing (HPC), artificial intelligence 
(AI) and the Internet of Things (IoT), 
is driving a fundamental shift in the 
way electronic devices are designed and 
manufactured. Gone are the days when 
advances were defined by an increasing 
number of shrinking transistors with 
ever-faster switching times and lower 
power consumption, all fabricated as a 
single, monolithic integrated circuit (IC). 
Many of today’s most advanced systems 
integrate multiple die, each optimized 
for a specific capability and fabricated 
with a process designed specif ically 
for that type of circuit. These disparate 
chips are then connected using advanced 
packaging (AP) technologies, a process 
known as heterogeneous integration (HI) 
(Figure 1).

One example of HI uses advanced 
IC subst rates  (A ICS) in a  process 
known as ult ra-high density (UHD) 
panel fan-out. This fan-out panel-level 
process (FOPLP) is a  redistribution 
l ines (R DL)-f i r s t  approach,  where 
many layers of patterned conductive 
and insulating material are processed 
on both sides of a large panel to route 
electrical signals between the integrated 
chips, which are added last. Once the 
RDL layers are complete, solder bumps 
are added to form connection points 
that will mate with matching connection 
pads on the component ICs. Package 
substrate sizes are expected to reach 
150mm x 150mm in the next few years. 
Panels, which may be 500mm x 500mm 
or larger, can accommodate many more 
packages per panel than the substrates 
used in wafer-level processes, which 
a re rest r icted to round , wafer-l ike 
substrates of 300mm or less in diameter 
(Figure 2).

T h e  l i t h o g r a p h y  c h a l l e n g e  fo r 
la rge heterogeneous integ rat ion is 
the limited size of the exposure field 
(typically 60mm x 60mm or less) for 
most currently available lithography 
systems. Smaller-f ield systems can 
be used to pattern large substrates by 
stitching together multiple exposures, 
but this affects both productivity and 
yield because of the need for multiple 
exposures of multiple reticles and the 
risk of errors at the stitching boundaries. 
A large exposure field would eliminate 
these impediments. However, there are 
also challenges associated with a large 
exposure f ield. These include panel 
war page and distor t ion, which can 
impact critical dimensions, uniformity 
and overlay.

We describe here the use of our large-
f ield l ithography system (JetStep® 
X500) to expose 250mm x 250mm 
substrates in a single shot on 515mm x 
510mm panels. Our evaluation included: 
1) critical dimension (CD) control for 
3µm, 5µm and 6µm lines/spaces, and 
15μm and 20μm vias; 2) CD uniformity 
across the exposure field; and 3) overlay 
accuracy. We used copper clad laminate 
(CCL) and Anjinomoto build-up f ilm 
(ABF) panels for resolution, and glass 
panels with liquid resist for overlay and 
uniformity. The large field eliminates 
stitching, allows the exposure of more 
large package substrates in a single shot 
and requires fewer shots to complete a 
panel. Figure 3 compares the exposure 
layout for a large field (250mm x 250mm) 

R
Figure 1: Heterogeneous integration enables next-generation device performance gains by combining multiple 
silicon nodes and designs inside one package. The package size is expected to grow significantly. SOURCE: Cadence

Figure 2: The number of 80mm x 80mm packages that fit on a 300mm wafer compared with the number of 
80mm x 80mm packages that fit on a 515mm x 510mm panel.
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and a smaller f ield (59mm x 59mm) 
on a 510mm x 515mm panel. With the 
large exposure field, the panel can be 
completely exposed with just four shots, 
while the smaller field requires 64 shots. 

Lithography system
The increased topological variation 

expected for larger panels, physical 
distor t ion dur ing the RDL build-up 
process and the greater feature heights 
typical of RDL all contribute to the 
requirement for more depth of focus 
(DOF) in the pattern projecting optics. In 
any optical system, DOF and resolution 
are inversely related , i.e.,  gains in 
resolution require sacrif ices in DOF 
and vice versa. Resolution and DOF are 
related through the system’s numerical 
aper t u re,  as show n in Equat ion 1 

and Equation 2. With feature sizes in 
the micrometer range, the resolution 
requirements for advanced packaging 
and advanced IC substrates are less 
demanding than requirements for front-
end lithography, where feature sizes 
are 1,000 times smaller. At the same 
time, the use of thicker resist films and 
larger variations in substrate topography 
require greater DOF. The projection 
optics of the lithography system used in 
this demonstration were designed with 
a lower numerical aperture to meet both 
the resolution and DOF requirements of 
the application.

 R = k1λ / N.A.  Eq. 1
 DOF = k2λ / N.A.²   Eq. 2
Where k1 and k2 are process factors, 

and λ is wavelength.

The system’s 2.2x magnif icat ion 
projection lens enables up to a 250mm 
x 250mm exposure f ield size, with 
3µm line/space resolution, ±400ppm 
m a g n i f i c a t ion  c om p e n s a t ion  a nd 
±100ppm anamorphic magnif ication 
compensation, with overlay accuracy 
better than 1µm.

Low lens distor t ion and accurate 
step and settle movement are also key 
to meeting the overlay and uniformity 
r e q u i r e m e n t s .  D i s t o r t io n  i n  t h i s 
system is less than 1μm across the 
250mm exposure f ield. The system’s 
stage is driven by 8 motors to ensure 
accurate step and settle behavior, even 
when loaded with the weight of the 
large panel.

During the FOPLP substrate build 
process, many layers of RDL and ABF 
are added to the panel. These f ilms 
distort the panel in the X axis, Y axis 
and Z axis dur ing thermal cycling. 
Magnif icat ion compensation allows 
the  sys tem to  accom mod ate  t hese 
changes in the substrate. Two kinds 
of compensation are needed. Isotropic 
mag n if icat ion sh r in ks or  en la rges 
the pattern equally in all directions. 
Anamorphic magnification enlarges or 
shrinks the patterns anisotropically to 
correct for distorted panel registration 
errors. Both adjustments are necessary 
to achieve good overlay and maintain 
high package yields. Figure 4 shows 
t he  d i f fe r e nc e  b e t we e n  i so t r op ic 
m a g n i f i c a t i o n  a n d  a n a m o r p h i c 
magnification.

Resolution
The large-field lithography system was 

evaluated for CD control of lines/spaces 
and vias, CD uniformity, and overlay.

3µm l i nes .  F ig ure  5  shows t he 
results of the 3µm line/space resolution 
evaluation. A CCL/ABF substrate with a 
10µm-thick dry film resist was selected 
for this demonstration, resulting in lines 
with just over a 1:3 aspect ratio. Best dose 
and best focus were determined using a 
focus exposure matrix (FEM). Best dose 
was used for the resolution demonstration. 
The figure indicates that CDs showed 
less than 10% deviation from -10μm to 
-70μm, at a DOF of 60μm. The data from 
the FEM were used to generate a Bossung 
plot (Figure 5a) in which the X-axis is 
focus (μm) and the Y-axis is CD (μm). 
The plot shows the 60μm DOF. Figure 
5b also includes a lower magnification 

Figure 3: a) (left) The exposure layout for a 515mm x 510mm panel using a large exposure field (250mm x 
250mm) compared with b) (right) the exposure layout of a smaller field (59mm x 59mm).

Figure 4: Isotropic magnification and anamorphic magnification compensation.
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image of 3μm, 3.5μm and 4μm isolated 
and dense line/space arrays. A higher 
resolution cross-sectional image of 3μm 
lines (Figure 5c) shows dimensions for 
the middle line: 3.181µm line width and 
9.873µm line height (resist thickness).

5µm and 6µm lines. Larger feature 
sizes were also investigated. A CCL/
ABF substrate with a 25µm-thick dry film 
resist was selected for this demonstration, 
resulting in lines with an aspect ratio of 
about 1:5. Best dose and best focus were 
determined using FEM. Best dose was 
used for the resolution demonstration. 
The 5μm line CDs showed less than 10% 
deviation from -40μm to -80μm, and a 
DOF of 40μm. The 6μm line CDs showed 
less than 10% deviation from -30μm to 
-100μm, and a DOF of 70m. The data from 
the FEMs were used to generate Bossung 
plots (Figure 6a). The plots show a 40μm 
DOF for 5μm lines and a 70μm DOF for 
6μm lines. Figure 6b also includes a lower 
magnification image of 4.5μm, 5μm, 6μm 
and 7.5μm isolated and dense line/space 
arrays and higher resolution cross-sectional 
images of 5μm and 6μm lines in a 10μm-
thick resist (Figure 6c).

15µm and 20µm square vias. Via 
resolution was also investigated (Figure 7). 
Best dose and best focus were determined 
using a FEM and a CCL/ABF substrate 
with 40µm-thick dry film resist; best 
dose was selected for this demonstration. 
Bossung plots were generated for both via 
sizes. The 15μm vias showed less than 10% 
deviation from -30μm to 80μm, and a DOF 
of 110μm. The 20μm vias showed less than 
10% deviation from -40μm to 110μm, and 
a DOF of 150μm.

Uniformity. We used a 1.4µm-thick 
liquid resist film on a 510mm x 515mm 
glass panel and 3µm lines to test uniformity 
across the panel. The uniformity data in 
Figure 8 show a maximum CD of 3.258μm, 
a minimum CD of 2.988μm and an average 
CD of 3.099μm. Deviation ranges from 
-0.20% to 4.12% for an overall uniformity 
of 4.32%. The deviation chart shows no 
peaking or trending and indicates a stable 
exposure field.

Overlay. Overlay accuracy is essential. 
We used a 510mm x 515mm glass panel 
with a 1.4µm-thick liquid resist as the 
overlay test vehicle. The exposure field was 
250µm x 250µm. Four shots covered the 
entire panel. The test procedure comprised 
the deposition and patterning of an initial 
layer, followed by deposition and patterning 
of a second, overlying layer. Patterning 

Figure 5: a) Bossung plot generated from FEM data showing less than 10% deviation over 60μm DOF; b) 
Lower resolution image of 3μm, 3.5μm and 4μm isolated and dense area line/space arrays; c) Cross-section 
image of 3µm lines in 10µm thick dry film resist on copper substrate; the line critical dimension is 3.181µm, and 
the resist height is 9.873µm in the cross-sectional image.

Figure 6: a) Bossung plot generated from FEM data showing less than 10% deviation over 40μm DOF for 5μm 
lines and 70μm DOF for 6μm lines. b) Lower resolution image of 4.5μm, 5μm, 6μm and 7.5μm isolated and 
dense area line/space arrays. c) Higher resolution cross-sectional images of 5μm and 6μm lines in a 10μm-thick 
dry resist on copper substrate.
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of the second layer included site-by-site 
correction for each exposure field. Overlay 
error was checked by reading overlapped 
verniers (Figure 9) included at certain 
locations in the patterns. Each exposure 
field contains 3 x 3 measurement points; 
and 2 x 2 shots per panel were measured 
to determine the overlay performance. The 
mean +3 sigma in X was 0.91µm, and the 
mean +3 sigma in Y was 0.91µm. The table 
in Figure 9 summarizes the results of the 
overlay error measurements.

Summary
In this study, an ext remely large 

exposure field size (250mm x 250mm) 
successfully resolved 3µm line/space 
features with a depth of focus >60µm on 
a 510mm x 515mm CCL/ABF stack with 
a 10µm-thick dry film resist. This study 
also demonstrated successful 5µm and 
6µm line/space features with a 25µm-thick 
dry film resist and 15µm and 20µm vias 
with a 40µm-thick dry film resist. Fine 
resolution and a large field size provide 
the user with the opportunity to increase 
the package size beyond 150mm x 150mm 
and maintain high throughput. This new 
capability has the potential to pave the way 

Figure 7: a) Bossung plot for 15μm vias showing 110μm DOF. b) Bossung plot for 20μm vias showing 110μm DOF.

Figure 8: a) 3µm CD plot in 250mm x 250mm exposure field: The maximum CD is 3.258µm, and the minimum CD is 2.988µm; the average CD is 3.099µm, and the 
uniformity is 4.32%. b) 3µm CD deviation contribution map in 250mm x 250mm exposure field: The center location has a minimum deviation of -0.20% and the deviation 
trend up to 2.2% to 4.12% at corner locations, the maximum deviation is 4.12%, which is at the top-right corner. Overall, the deviation meets our expectation. c) 3µm CD 
and CD deviation chart: No trending or peak is observed. This chart indicates the CD performance with a 250mm x 250mm exposure field is stable. 

Figure 9: A summary of the results of overlay measurements: a) Overlapped verniers included in the pattern were used to measure overlay errors. b) The table 
summarizes the measured errors.
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for the next generation of heterogeneous 
integration packages and future imaging 
and process studies.
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A coaxial elastomer socket for system-level test
By Dave Oh, BH Kim  [TSE]

s  t h e  t e c h n o l o g i e s  o f 
f u l l - sca le  5G,  a r t i f ic ia l 
i n t e l l ige nc e  (A I ) ,  s e l f -

driving automobiles, augmented reality 
(AR) and virtual reality (VR) are used 
in daily life, the required conditions and 
environments for use are more diverse 
and accordingly, the components of 
semiconductors continue to become more 
complex. As these components become 
more complex, however, the number of 
test items also increase. At the same time, 
product launch periods are getting shorter 
and shorter, and, it is more important to 

check the interaction between software and 
hardware in the actual use environment 
in order to minimize errors as operational 
defects occur in new products. Therefore, 
operation inspection of semiconductors in 
the ultimate use environment (i.e., at system 
level) has become an essential process for 
quality assurance [1]. As a result, the socket 
used in system-level test (SLT) requires 
and becomes important with respect 
to loss-free signal transmission at high 
frequencies in accordance with the complex 
components of semiconductors and the fast 
interaction between software and hardware. 

In securing such signal transmission 
characteristics, crosstalk between the signal 
and the adjacent signal becomes a problem 
as the operating frequency increases and 
the ball pitch gradually decreases.

Crosstalk occurrence increases as the 
frequency increases and becomes a factor 
that interferes with the transmission of 
high-quality signals [2]. One proposal for 
addressing crosstalk is to use a coaxial 
spring socket that shields the signal with 
metal to solve the crosstalk problem. 
However, a coaxial spring socket has the 
disadvantages of high transmission loss 

A

Figure 1: Crosstalk: a) (top) in a silicone rubber test socket; and b) (bottom) in a spring socket structure.
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because of its long signal length and its high manufacturing 
cost [3]. To address these disadvantage, a coaxial elastomer 
socket based on the elastomer socket is proposed. Such a coaxial 
elastomer socket solves the crosstalk problem, and  has the 
advantages of a shorter length, lower transmission loss, and a 
lower manufacturing cost than the spring socket.

Crosstalk in an elastomer socket and a spring socket
When the test  socket is used at h igh f requency, an 

electromagnetic wave is generated from the signal—this wave 
affects the adjacent signal line through the insulating part. This 
effect is called crosstalk, and the smaller the interval between 
signals and the higher the frequency, the greater the crosstalk 
effect. In the same position as the package ball, the test socket 
has a conductive path made of powder with gold plating applied 
to nickel material. Crosstalk also occurs in silicone rubber 
(Figure 1a), which is an insulator in the elastomer socket. 
Crosstalk occurs in an insulator housing made of  ULTEM™ and 
PEEK material comprising the spring socket (Figure 1b). It has 
a conductive path composed of BeCu or Pd alloy material with a 
gold-plated barrel and a spring that acts as an elastic body.

Spring socket with metal housing to prevent crosstalk
In the case of the spring socket, a coaxial spring socket with 

an insulating housing applied to a metal housing is proposed as 
a way to prevent crosstalk. The coaxial spring socket with an 
insulating housing applied to a metal housing prevents signal 
interference of the electromagnetic wave generated from the 
signal to the adjacent signal as the metal housing acts as an 
electromagnetic shielding. If, however, the housing is made of 
metal but does not have an insulating housing, a short circuit 
occurs. As shown in Figure 2, when the outside of the signal is 
composed of an insulator, a short circuit is prevented.

Through the structure shown in Figure 2, the coaxial spring 
socket has the advantage of improving the signal transmission 
characteristics by shielding the electromagnetic wave of the 
signal at high frequency, but it has the disadvantage that the 
signal length is long. If the signal length is long, the inductance 
value increases, and that leads to a degradation of signal 
transmission characteristics. In order to optimize the reflection 
characteristics of the signal, the characteristic impedance 

should be matched. For this, the signal diameter of the coaxial 
spring socket should be smaller than the ball pitch. For this 
reason, when the diameter of the signal becomes very small, 
the manufacturing cost of the coaxial spring socket increases as 
the mechanical components, such as the spring and barrel that 
make up the spring socket, must be made smaller. Therefore, the 
demand for a high-frequency test socket with a short conductive 
path and low manufacturing cost is growing.

Elastomer socket with metal housing to prevent 
crosstalk

In this article, we propose the use of a coaxial elastomer 
socket with a metal frame instead of the typical elastomer socket 
configuration that uses a silicone rubber for the insulating part. 
The ground is configured to form a ground connection notch 
inside the housing hole so that the conductive path and the metal 
housing are short circuited, so that the reference to which the 
return path of the signal is realized becomes the metal housing. 
Figure 3 shows the structure of the coaxial elastomer socket.

The coaxial elastomer socket also needs to implement a small 
signal diameter for impedance matching, but there is no significant 
increase in manufacturing cost to do so. This is because of the 
implementation of powder gathering by magnetic force rather 
than because of the miniaturization of various parts made by 
machining compared to a spring socket. Because the length of 
the conductive path in a coaxial elastomer socket is much shorter 
than that of the spring socket, the inductance value is low and 
the signal transmission characteristics are excellent. Moreover, it 
has a crosstalk shielding effect because it is completely wrapped 
around the signal with a metal frame. It has the same shielding 

Figure 3: Structure of a coaxial elastomer socket.

Figure 2: Structure of a coaxial spring socket.
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effect as the coaxial spring socket, as well 
as superior transmission characteristics 
and low manufacturing cost.

High-frequency electrical 
simulation analysis and verification

In order to check the crosstalk according 
to the structure, high-frequency analysis of 
the spring, elastomer, coaxial spring, and 
coaxial elastomer sockets was performed 
in the f requency and time domains. 
Insertion loss, return loss, and crosstalk 
were analyzed in the frequency domain, 
and an eye diagram was used for the time 
domain analysis [4].

Crosstalk is divided into near-end and 
far-end crosstalk. In general, near-end 
crosstalk has a greater loss than far-end 
crosstalk. Therefore, the analysis was 
performed based on near-end crosstalk 
for purposes of this article. The ball pitch 
applied to the analysis is 0.80mm pitch, 
and the ball array is shown in Figure 4.

Frequency domain analysis. As for 
the analysis conditions in the frequency 
domain, the solution frequency was set 
to 20GHz and frequency sweep was set 

from 10MHz to 20GHz, and the analysis 
frequency point was set to 8GHz and 
16GHz based on data rates of 16Gbps 
and 32Gbps. The results are shown in  
Table 1. The insertion loss characteristic 
of the elastomeric socket is 17% better 
than the spring socket, and the return 
loss characteristic is 13% better based on 
16GHz. This means that the elastomer 
socket has a shorter signal length than 
the spring socket and the characteristic 
impedance is matched to nearly 50 ohms.

Crosstalk, however, which is a factor 
that interferes with the transmission 
of high-quality signals, is occurring at 
16GHz and -34.79dB for the spring socket, 
and at -41.40dB for the elastomer socket 
as shown in Figure 5. To prevent such 
crosstalk, we have proposed a coaxial 
spring socket with metal housing, which 
improves crosstalk to -44.66dB (about 

Figure 4: A ball array.

Figure 5: Graphs showing: a) insertion loss, b) return loss, and c) crosstalk of spring and rubber socket materials.
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1.3X better) based on measurements at 
16GHz. As a result, the insertion loss was 
improved by -0.15dB (about 10.5X) and 
the return loss was improved by -15.42dB 
(about 3X). This shows that insertion 
loss, return loss, and crosstalk are all 
improved compared to the elastomer 
socket. However, the coaxial spring socket 
has 53% insertion loss characteristics 
compared to the coaxial elastomer socket 
based on measurements at 16GHz. Return 
loss characteristics tend to drop by 14% 
and crosstalk by 30% because of the large 
number of components and the long signal 
length to secure the spring tension. This 
means that the coaxial elastomer socket is 
shorter than the coaxial spring socket and Table 1: Frequency domain analysis comparison.

Figure 6: Eye diagrams of: a) a spring socket; b) elastomer socket; c) coaxial spring socket; and d) a coaxial elastomer socket.
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the characteristic impedance is matched to 
nearly 50 ohms.

Through analysis of the frequency 
domain, the signal integrity characteristics 
of the spring, elastomer, coaxial spring, 
and coaxial elastomer socket were 
revealed, and it was confirmed that the 
insertion loss, return loss, and crosstalk 
loss characteristics of the coaxial elastomer 
socket were the best. As a result, the coaxial 
elastomer socket has the advantage of being 
shorter than the coaxial spring socket, 
so it has excellent signal transmission 
characteristics and can achieve impedance 
matching. Therefore, it has excellent signal 
ref lection characteristics, and has the 
advantage of improving crosstalk with the 
metal housing.

Time domain analysis
Analysis of signal characteristics in 

the time domain was conducted through 
use of an eye diagram, and the rise time 
of the signal based on a 16GHz operating 
frequency was applied as 10ps. The eye 
diagram is an indicator that can check 
signal characteristics in the time domain, 
and it is concluded that the larger the eye 
width and eye height, the smaller the jitter, 
and the better the signal characteristics. 
Figure 6 shows the eye diagram for the test 
socket and coaxial test socket.

As a result of analysis, as shown 
in Table 2 ,  the eye width and eye 
height of the spring socket were the 
narrowest and the jitter value was large. 
Because the spring socket does not have 
impedance matching and the length 
of the signal is relatively long, the eye 
diagram characteristic is not the best. 
The elastomer socket also does not 
have impedance matching, but because 
it is shorter than the spring socket, the 
eye diagram characteristics are better 
than those for the spring socket. On the 
other hand, the coaxial spring socket 
and coaxial elastomer socket, which 
have impedance matching through the 
coaxial structure, have better eye diagram 
character ist ics than the noncoaxial 
structures. In particular, it was confirmed 
that the eye diagram characteristics of the 
short coaxial elastomer socket secured the 
best signal characteristics.

Summary
Currently, an optimal socket solution 

that could deliver high-quality signals by 
minimizing crosstalk between signals is 
needed because the sockets used in system-
level tests require signal transmission 
character ist ics without loss at high 
frequencies. Therefore, to find the optimal 
socket solution as discussed in this article, a 

high-frequency electrical simulation analysis 
of a spring, elastomer, coaxial spring, and 
coaxial elastomer socket was conducted 
in the frequency and time domains. It was 
concluded that the coaxial elastomer socket 
had the best signal characteristics in both 
the frequency and time domains.

In conclusion, the coaxial elastomer 
socket based on the elastomer socket 
has the advantages of a shor t signal 
transmission length and an excellent 
manufactur ing cost ,  as well as the 
characteristics of electromagnetic wave 
shielding by a metal frame. Therefore, 
it was concluded that it could be another 
solu t ion t ha t  cou ld  show t he  bes t 
performance in the SLT environment.
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Age of convergence and exascale computing drive 
ATE requirements
By Matthias Stahl  [Advantest Corp.]

h e  t e c h n o l o g y  wo r l d  i s 
currently in the midst of the 
age of convergence—that is, 

the convergence of data from a diverse 
range of applications and data sources. 
These sources include anything that 
creates data—ranging from humans, who 
create data using voice, to automotive, 
mobile, and wireless/Internet of Things 
(IoT) devices. Data sources also include 
edge-computing devices and the servers 
that store the massive amounts of data 
needed for high-performance computing 
(HPC), ar t if icial intel l igence (AI), 
machine lea r n ing (ML), and many  
other applications.

This age of convergence represents the 
latest wave in a series of semiconductor 
buying waves extending back 60 years. 
In the 1960s, the military industrial 
complex  d rove  wor ldw ide  a n nu a l 
semiconductor sales beyond $1.4 billion. 
The age of business computing coupled 
with the emergence of the first personal 
computers and networks saw annual 
semiconductor sales exceed $5.9 billion 
in the mid- to late-1970s. The age of the 
internet and the initial age of mobility 
drove semiconductor sales to $50.5 billion 
in 1990. And the addition of mobile 
computing saw sales exceed $166 billion 
in the early 2000s. Finally, the age of 

convergence saw annual semiconductor 
sales rise from $335 billion in 2015 to 
reach $527.2 billion this year (a 19.7% 
increase from the 2020 sales total of 
$440.4 billion), according to data from 
the World Semiconductor Trade Statistics 
(WSTS) organization [1]. (Figure 1 tracks 
the buying waves over 60 years. The 
chart was created three years ago, but 
its estimates still track well with recent 
WSTS updates.)

The age of convergence is bringing 
about the increasing use of natural 
user interfaces, in which we interact 
with devices and systems using natural 
speech, gestures, hearing, and vision. 

T

Figure 1: Innovation has driven waves of semiconductor purchasing over the last 60 years. SOURCE: WSTS data, Macquarie Research estimates, October 2017.
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It also is bringing about the increasing use of local and mobile 
artificial intelligence, implemented on your phone or in your 
car; wireless networking, including 5G, Wi-Fi, and IoT devices; 
edge artificial intelligence (AI), implemented on edge-computing 
devices; and a fiber backbone that connects to a server that 
performs HPC to implement high-end ML and AI. The key 
takeaway is that there is no single application driving today’s 
wave of semiconductor purchases—rather, the combination and 
convergence of all applications is driving the wave.

Driving the need for exascale computing
The massive amounts of data that the converged technology 

ecosystem generates must be processed, thereby driving the 
advent of exascale computing. The term exascale refers to a 
supercomputer capable of calculating at least one exaf lop, or 
1018 f loating-point operations per second—a thousand-fold 
increase in compute power vs. the first petascale computer, 
which began operating in 2008, according to the Los Alamos 
National Laboratory [2]. Currently, no single exascale computer 
exists, although the first, called Frontier, may debut at Oak Ridge 
National Laboratory (ORNL) later this year [3]. Nevertheless, 
the combined compute power currently available certainly 
exceeds the exaflop number. Aggregate exascale compute power 
resides on everything from a high-end server to a handheld 
smartphone—whose capability exceeds that of a high-end PC of 
just a few years ago.

The industry is looking at new approaches to getting even 
more compute power and overcoming the challenges that the 
new approaches entail. For example, the mobile computing 
industry is moving to new processing nodes and will have to 
address the tradeoffs between power and performance while 
accommodating new failure models. Companies serving high-
performance compute and graphics applications will deploy 
chiplet technology—a building-block approach that will allow 
them to precisely match their speed requirements to their 
intended applications and to improve yield. These companies will 
also rely on advanced packaging techniques while contending 
with power and thermal challenges. Furthermore, in their drive 
toward exascale computing, makers of datacenter infrastructure 
will deploy millions of heterogeneous cores to achieve scalability 
and parallelism they need while maintaining resilience to failures 
and finding innovative ways to manage power.

Implications for test
Convergence and exascale computing combine to present unique 

testing requirements as chipmakers move toward more advanced 
process nodes. Because transistor density increases at smaller nodes, 
scan-test data volume is exploding, creating the need for more 
memory, faster scan techniques, and new methodologies. Advantest 
estimates that scan data volume has increased 250% since 2018 and 
will reach 450% of 2018’s level by 2023.

Handling this increasing scan data volume will require automatic 
test equipment (ATE) with deeper vector memory and, to keep test 
times under control, faster scan-test methodologies such as scan 
over high-speed input/output (HSIO), which can employ a SERDES 
interface or the IEEE 1149.10 high-speed test access port and on-chip 
distribution architecture. We estimate that in 2020 the classic scan-
test technique provided scan access to 90% of all digital devices, 
with muxed scan taking up the remainder. By 2025, classic scan’s 
share could drop to 40%, with muxed, SERDES, and 1149.10 scan 

http://www.chipscalereview.com
http://www.brewerscience.com


5959Chip Scale Review   November  •  December  •  2021   [ChipScaleReview.com]

implementations each providing scan 
access to about 20% of all digital devices. 
By 2030, SERDES and 1149.10 could 
combine to provide scan access to about 
60% of all digital devices, with classic scan 
finding use in only about 20% of devices.

At the same time, as device nodes 
cont i nue  to  sh r i n k ,  power- supply 
requirements continue to escalate. ATE 
makers are seeing a demand for more 
power in general as well as a need to 
support more power domains and test 
i nteg rated power-management ICs 
(PMICs), requiring high-performance 
and flexible device-power-supply (DPS) 
test resources.

In addition, as voltage levels go down, 
device power supply (DPS) instruments 
must offer better accuracy and better 
dynamic performance. For example, 
devices require power supplies that can 
accommodate fast switching with no 
glitches, providing stable and consistent 
performance. Today, PMICs already 
reside close to the central processing 
unit (CPU), and the trend will continue. 
The age of convergence will also see 
new requi rements for h igh-voltage 
test. While 48V levels have been found 
pr imar i ly in PMIC chips t a rget ing 
datacenter equipment, the higher voltages 
are beginning to appear on system on 
chips’ (SoC) designs as well. In addition, 
multisite testing demands will increase, 
with the industry looking to keep test costs 
in line and to shrink time to market.

In the age of convergence and exascale 
computing, test data collection is becoming 
critical—the ATE must collect massive 
amounts of test data quickly by employing 
advanced error-capture modes, and it 
must subsequently feed that data back 
into electronic design automation (EDA) 
tools to help isolate yield-limiting issues 
and accelerate yield learning. Yet another 
trend involves the increasing levels of radio 
frequency (RF) integration into digital 
chips, driving requirements for ATE signal 
processing units that can perform the 
number crunching required for the post-
processing of mixed and RF signal data.

Fo r t u n a t e ly,  t h e  AT E  i n d u s t r y 
can leverage the same convergence 
and exascale technology t rends and 
technologies that chip manufacturers 
are exploiting to meet emerging test 
challenges. For example, a test company 
can leverage new technology waves to 
build high-performance test processors 
that can operate at 5Gbps t ransmit 

and receive rates while suppor t ing  
advanced flexible error-capture modes at 
the same speeds.

Similarly, convergence technology 
can be leveraged to implement a dual 
sequencer that can speed up test tasks 
involving matched loops and jumps 
while minimizing test-time overhead, 
and it can enable fast and simple timing 
measurements. An ATE system can also 
incorporate edge computing in the form 

of a commercially-available processor 
core that can handle calibration, data 
embedding, compensation, and related 
tasks without burdening a dedicated 
test processor.

In addition, an ATE system used to test 
convergence and exascale devices can be 
seen  as a distributed system with massive 
compute power, posing data aggregation 
and distribution challenges involving 
the ATE’s system level, card-cage level, 

PRoHS
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instrument level, and test-processor level 
(Figure 2). A dedicated communications 
bus that is embedded in the test system 
and that exhibits very low latency can 
support concurrent communications at 
the system, card-cage, instrument, and 
test-processor levels, facilitating pin-
to-pin communications for protocols, 

synchronization, and power ganging 
while enhancing throughput and multisite 
efficiency (MSE).

Advanced packaging technologies 
also have a role to play. They can allow 
the tester maker to use 2.5D integration 
to combine a test system and memory 
in a single package. For instruments 

such as DPS boards that do not require 
a lot of vector memory, such integration 
can eliminate the need for an additional 
memory chip, resulting in more fully-
independent pins in a small form factor.

T he re  a re  seve r a l  o t he r  fa c to r s 
to consider when choosing ATE for 
s e m ic o nd u c t o r  d ev ic e s  t a r ge t i ng 
convergence and exascale computing 
applications. Choose a platform that 
can be conf igured to scale f rom an 
engineering station to a full high-volume 
multisite production system that can 
cover all application segments. Choose 
a system that is compatible with your 
existing device under test (DUT) interface 
boards while offering a seamless upgrade 
path to larger load boards. Water-cooled 
instruments can achieve the highest levels 
of accuracy and repeatability. Still other 
factors to consider include instrument and 
software compatibility.

ATE for the exascale age
An example of an ATE system designed 

to address the age of convergence and 
exascale computing is the Advantest 
V930 0 0  E X A  S c a l e .  T h e  s y s t e m 
incorporates the company’s Xtreme Link, 
a specialized ATE network with edge-
computing capabilities. Xtreme Link 
makes use of an optimized protocol 
focused on test needs and requirements—
such as high throughput and MSE as well 
as large test-data handling capabilities—
that would not be available with an off-
the-shelf communications technology like 
Gigabit Ethernet.

Instruments for the EXA Scale system 
include the DC Scale XPS256 DPS 
card, which offers 256 pins at 1A and 
which limits droop to less than 40mV 
after any load step to ensure a stable 
supply voltage for high-performance 
DUTs designed for mobile, HPC, AI, 
and other convergence applications. The 
water-cooled instrument offers full four-
quadrant voltage-current capabilities 
and an accuracy of ±150µV, a level that 
can help tester customers achieve higher 
yields for devices such as AI processors 
or top-of-the-line GPU or CPU.

Another instrument for the EXA Scale 
system is the Pin Scale 5000 digital card, 
which offers 256 pins running up to 
5000Mbps maximum speed with less than 
1.5ps of RMS jitter to enable accurate 
reference clocks. It  suppor ts scan-
test result capture at up to 5000Mbps 
and is  designed to enable a l l  scan Figure 3: This Pin Scale 5000 phase-noise measurement example shows that the RMS jitter is just 0.9ps—

well below the specified 1.5ps.

Figure 2: ATE designed to test high-performance devices for the age of convergence and exascale computing 
can benefit from a computing network that interconnects the system, card-cage, instrument, and test-
processor levels.
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implementations, including parallel, multiplexed, and HSIO scan. 
In addition, its configuration flexibility supports high site count, 
allowing users to speed their overall test time by performing 
parallel core test. The Pin Scale 5000 offers 3.5-gigavector (GVec) 
scan memory per pin or 28GVec scan memory per eight pins 
using pooling and fan-out technology. Figures 3 and 4 show 
Pin Scale 5000 measurement examples. The Figure 3 phase-
noise measurement example shows that the RMS jitter is just 
0.9ps, below the specified 1.5ps. The Figure 4 eye diagram 
representing a 5Gbps differential signal shows a 55% height and 
75% width. Finally, EXA Scale offers three new extended test 
heads that scale from engineering configurations to high-count 
multisite systems and all feature a zero-footprint design—all 
electronics are integrated into the test head, eliminating the need 
for a separate rack.

Summary
In summary, the age of convergence has arrived, and we are 

crossing into the exascale computing frontier, even if the exascale 
computer named Frontier has yet to execute any calculations at an 
exaflop rate. Convergence and exascale computing have combined 
to place stringent new demands on semiconductor ATE, including 
requirements for more vector memory, for scan over HSIO 
interfaces, for more bulk power and power domains, for better 
DPS performance, and for higher multisite test counts. In addition, 
ATE must implement more and faster data collection operations 
to accelerate yield learning, and it must have the ability to handle 
integrated PMICs and the increasing levels of RF integration into 
big digital chips. Advances arising throughout the industry in 
pursuit of convergence and exascale computing can be integrated 
into ATE to meet the emerging new requirements.
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As systems grow, so must FOWLP flow
By Keith Felton, John Ferguson  [Siemens EDA, a part of Siemens Digital Industries Software]

s package-level integration 
and complexity grow, so 
do  t he  r e q u i r e d  d e s ig n 

iterations, costs, and manpower. Methods 
that worked in the past are not scaling 
and are therefore resulting in adoption 
challenges. Monolithic advanced-node 
single-chip packaging is no longer the 
solution for emerging market demands 
and t rends. For tunately, mult i-chip 
heterogeneous packaging provides a 
platform for delivering integrated multi-
function capabilities, f lexibility, better 
performance, and lower cost. For these 
reasons, according to a study conducted 
by Prismark Partners [1], the highest 
growing substrate market in 2020 was 
for integrated circuit (IC) packaging 
with 19% growth, compared with printed 
circuit boards (PCBs) at only 0.3%.

To add ress the chal lenges l is ted 
above, one option is to integrate many 
heterogeneous or homogeneous, high-
yield ICs in a single, h igh-density 
advanced package (HDAP). HDAP ICs 
(also known as chiplets) are smaller 
funct ional components that can be 
combined to provide the same capabilities 
as a monolithic system on chip (SoC). 
Many leading foundries and outsourced 
se m iconduc t o r  a s se mbly  a nd  t e s t 
suppliers (OSATS) now offer HDAP 
services to their customers.

HDAPs represent technologies that 
are disruptive to traditional tools and 
methodologies and generally need a 
new approach to the planning, design, 
verification and sign off methodologies. 
As Raja Koduri, Chief Architect at Intel, 
was quoted in the Business Telegraph, 
“No single transistor is optimal across 
all design points. The transistor we need 
for a performance desktop CPU, to hit 
super-high frequencies, is very different 
from the transistor we need for high-
performance integrated GPUs” [2].

Multi-die fan-out wafer-level packaging 
(FOWLP) is probably the most well-known 
of the HDAP technologies, thanks to Apple 
and TSMC. TSMC created its integrated 
fan-out (InFO) process, which was adopted 

by Apple for its iPhone A10 processor 
in 2016 and has been Apple’s iPhone 
processor package platform ever since.

FOWLP design uses materials and 
processes that are often more similar to 
silicon wafer fabrication processes than 
to traditional organic package substrate 
processes (Figure 1). However, FOWLPs 
br ing design challenges with which 
traditional organic laminate processes 
and design tools struggle  and often fail to 
overcome. This article describes in some 
detail how a 3D digital model (digital 
twin) of the complete package device 
assembly can be used to drive detailed 
substrate layout and verification. 

Co-optimization and the digital twin
The scale and complexity of FOWLP 

designs requires a process transformation 
to enable designers to address design 

and verification issues accurately and 
efficiently. For instance, if a company 
wants to optimize its package design for 
size and/or performance, then the design 
team must optimize the entire system, 
not just the individual elements. An IC 
designer can design a really small IC, but 
it will probably be much more difficult 
to connect that die into the package, 
expa nd i ng  t he  package  foot pr i n t . 
Similarly, a package designer may design 
a clean and tight package in which it is 
impossible for the IC designers to get 
their die I/Os to match specific locations.

To optimize the entire package design, 
IC designers must know more about the 
intended package, and package designers 
must know more about the ICs included 
in the package. One promising approach 
is the adoption of co-optimization design, 
where multiple designers simultaneously 

A
Figure 1: FOWLP multi-die package.

Figure 2: Co-design optimization across all connected substrates.
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work on the same design across local or 
global networks yet retain the ability to 
visualize all design activity. Obviously, 
to make co-optimization practical and 
profitable, designers must be able to 
collaborate without onerous set up or 
process management.

A 3D digital model (i.e., the digital 
twin) of the FOWLP assembly provides 
a comprehensive representation of the 
full system comprising multiple devices 

and substrates. With a digital twin, each 
team can design and verify their piece 
in the context of the entire system, even 
if other teams’ design work is not yet 
complete. This co-optimization approach 
ensures overall system success when all 
components are completed and integrated 
together (Figure 2).

Once the digital twin is complete, 
extensive validation and verification of 
the design before it moves to fabrication 
and assembly means problems and 
issues can be found and resolved without 
disrupting the current design process or 
methodology. Teams can also review the 
architecting and planning process and 
use it as a left-shift strategy to drive a 
validated, optimized concept that can 
greatly reduce implementation and final 
validation/sign off issues.

Const ruct ing a digital twin for a 
FOWLP enables designers to work 
th rough a  se r ies  of  c r i t ica l  “what 
if ” questions and resolve numerous 
c h a l l e n g e s  b e f o r e  a n y  p h y s i c a l 
construction begins. Using the digital 
twin also enables teams to design and 
verify their portion within the system 
independently, without regard to the 
complet ion s t a t us  of  other  t eams’ 
c o m p o n e n t s .  T h i s  i n d e p e n d e n c e 
ensures overall system success when 
al l  components a re completed and 
integrated together.

The digital twin provides a model 
of the ent i re package assembly—a 
“blueprint”—that drives all levels of 
implementation, verification, analysis, 
and manufacturing. The digital twin 
eliminates the use of multiple static 
spreadsheet s  to  represent  pin  and 
connectivity information by replacing 
them with a full, system-level netlist 
in Verilog format. This netlist drives 
c om ple t e  phy s ic a l  a nd  e le c t r i c a l 
verification at every level of the design 
hierarchy (dies, interposers, embedded 
bridges, and package substrates).

Figure 3: Three substrate levels from different design teams.
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Digital twin construction requires 
tools that can aggregate data f rom 
different sources and in different formats 
into a cohesive system representation 
su i t able  to  d r ive  ve r i f ica t ion a nd 
analysis, ideally using industry-standard 
formats. The tools should be able to 
automatically recognize device and 
substrate interfaces without having to 
instantiate pseudo-components. This 
enables multi-designer asynchronous 
design, allowing co-development by 
different teams on different timelines in 
different locations.

Desig ne r s  mus t  accou nt  for  t he 
manufacturing layer sets, position within 
the package, and scale factor of each 
component and die. At the same time, 
they must manage and optimize the 
connectivity throughout the hierarchical 
multi-die, multi-substrate system. This 
process includes defining and optimizing 
t he  pin- out s  requ i red for  package 
substrates, silicon interposers, and new 
ICs. Signal to pin assignments, as well as 
power/ground patterns, must be defined.

O n c e  a l l  t h e  c o m p o n e n t s  a r e 
accu rately capt u red ,  the next s tep 
is the construction and def inition of 
the reference top-level netlist of the 
complete,  integ rated FOWLP. It  is 
critical to build this netlist correctly, as 
it will be used to drive the verification 
of the final assembled device at multiple 
levels. The preservation and reuse of 
original data, such as a device’s Verilog 
description, is essential. The greatest risk 
exists during translation or conversion, 
such as with a schematic or spreadsheet. 
If this step is done incor rectly, the 
“digital thread” breaks and the threat of 
connectivity errors rises steeply.

Let’s get physical…and electrical
Because FOW LP manufact u r ing 

technologies differ substantially from 
traditional organic laminate substrate 
packages, the verif ication process is 
also substantially different. One major 
difference is the use of GDSII instead of 
Gerber as the manufacturing interface 
format, and the challenges that brings to the 
design process. With such a very different 
fabrication process comes a very different 
ver if ication process that int roduces 
unfamiliar verification rules, technologies, 
and associated methodologies.

FOWLP packages typically contain 
multiple devices and multiple substrates 
that are often stacked (Figure 3). These 

components are typical ly designed 
by separate designers and teams who 
may or  may not  com mu nicate and 
collaborate efficiently and consistently 
with each other. When these designs are 
integrated, a number of system-level 
verification and validation procedures 
are required to ensure that they are 
connected cor rectly, both logically 
and physically. Ideally, the solution 
should be minimally disruptive to the 

overall design process while providing 
comprehensive design rule checking 
(DRC), layout vs. schematic (LVS), and 
layout vs. layout (LVL) verification of 
both the individual components and the 
final, assembled package.

Verification procedures must also be 
capable of managing the complexity and 
scale of such a fully-integrated 2.5D/3D 
assembly, where die pins can equal/exceed 
40,000 and total interposer pins can easily 
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exceed 250,000. Such levels of validation 
and verification are commonplace in chip 
design but are a new phenomenon for 
package designers.

Although the technology needed to 

perform the critical checks noted above 
exists today, it has to be integrated into 
the package design f low and process. 
Ideal ly,  it  a lso must be capable of 
providing results that can be displayed 

with packaging design tools. Typically, 
t he  requ i red  check s  fa l l  i n to  t wo 
categories: physical (geometric) and 
electrical connectivity.

Physical  ver i f icat ion of  FOW LP 
designs must address the unique physical 
characteristics of these packages, including 
the presence of multiple components, 
non-Manhattan shapes, and disparate file 
standards. Fortunately, FOWLP designers 
do not need to check every geometry in 
every die. Each individual die in a FOWLP 
package is already taped out for its target 
foundry with respect to DRC and LVS 
comparisons. FOWLP verification does 
require designers to check the interactions 
between the dies, which may require 
extracting several layers within each die 
to see what their impacts are on each other 
and on the full package.

Regardless of the configuration, the 
verif ication tool must understand the 
layering per die and per placement, 
including the abil ity to dist inguish 
between two die with the same layer 
name. The key inputs for this sign-
off verification are the definition of the 
assembly stack-up of the components and 
the reference LVS source-system netlist.

As shown in Figure 4, the typical 
FOWLP physical verification process is 
to validate individual components (die, 
interposer, package) separately using 
their process-specific requirements, and 
then define and check the 3D assembly of 
the interfaces between the components, 
preferably using a single rule deck or 
assembly design kit (ADK). For LVL 
verification, the focus is on analyzing 
and verifying alignment, scaling, and 
overlaps between devices and substrates, 
as shown in Figure 5.

The next step is validation of the 
elec t r ica l  con nec t iv i t y  ac ross  t he 
assembly. LVS connectivity verification 
between all the components and substrates 
ver if ies the elect r ical connect ivity 
between connected shapes, mismatched 
connections, and the locations of electrical 
pins, as shown in Figure 6.

LVS checking in an IC compares 
t he  physica l  ne t l i s t ,  de r ived f rom 
the physical layout data, against the 
schematic netlist to verify connectivity. 
Connectivity checking is performed 
at  each subst rate  level  and across 
substrates. An automated package LVS 
f low in its simplest form must ensure 
that the interposer and package GDSII 
correctly connect die to die (for multi-

Figure 4: Two-step FOWLP physical verification process.

Figure 5: LVL checking of die to interposer.

Figure 6: LVS verification across the package system.
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die systems) and d ie to cont rol led 
collapse chip connection or ball grid 
ar ray (C4 or BGA) bumps (for both 
single-die and multi-die systems) as 
intended by the designer.

Regardless of the configuration, it all 
starts with the ability to generate and 
manage a system netlist. The system 
netlist is compiled from the digital twin 
of the overall assembly, as discussed 
ea rl ie r.  T h is  sys tem,  or  refe rence 
netlist, is then compared against the 
physical design connectivity derived 
from the manufacturing data, such as 
GDS. Warnings or violations can be 
highlighted in the digital twin model to 
trace and debug errors.

FOWLP connectivity ver if icat ion 
beg i ns  by sepa ra t i ng  process  a nd 
assembly integration rule requirements 
from the design assembly definition. 
The package house or OSAT company 
is responsible for creating, validating, 
qualifying, and delivering the package 
a nd  i n t e r fa ce  r u le s .  T he  pa ck age 
designer is responsible for describing 
how the assembly is put together, so the 
tool can understand how to differentiate 
the layers per die. This step can be 
automated by extracting the assembly 
design information from the design tools 
used to build the flow.

Syntax in the verif ication tool can 
combine the two types of rules and 
provide rule checking capabilities. With 
this information, the designers can 
compare the physical package assembly 
against a source netlist. Errors can be 
highlighted in the package design as well 
as in an extracted netlist representing 
the assembly in order to cross-probe 
connectivity results.

The essential kit
Another difference between traditional 

pr inted ci rcu it  boards (PCBs) and 
FOWLPs is the greater level of guidance 
FOWLP designers require f rom the 
manufacturer/fabricator. This need has 
driven an entirely new approach for 
sign-off quality physical verification of 
packages: the ADK. 

An ADK provides a standardized 
process both chip design companies 
and assembly houses can use to ensure 
the manufacturability and performance 
of FOWLP packages. Similar to an 
IC process design kit (PDK), an ADK 
includes the standardized rules, qualified 
tool flows, interface formats, and input/
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output formats that designers need for 
successful design—all of which have 
been tested, qualif ied, and proven to 
produce working products. A complete 
ADK must work across both IC and 
packaging domains, implying that the 
f low must support multiple formats: IC 
layout design formats as well as package 
formats. By implementing a standardized, 
proven process, all par ticipants can 
improve both their first-time success rate 
and overall product quality.

Creating an ADK is a non-t r ivial 
ef for t ,  r equ i r i ng  coope ra t ion  a nd 
collaboration between design houses, 
assembly houses, and electronic design 
automation (EDA) vendors. Yet using 
an ADK can reduce the risk of package 
failure while also reducing turnaround 
time for both the component providers 
and assembly houses. In short, an ADK 

is the key to achieving first-pass, high-
yield success for packaging technologies 
such as FOWLP.

Summary
Next-generation packaging solutions 

like FOWLP require innovative design 
strategies coupled with standardized 
design requi rements and a proven, 
automated sign off for physical, electrical, 
thermal, and manufacturing performance, 
all within a single environment that 
enables designers to manage all of these 
processes in an efficient, repeatable, and 
automated flow.

The digital twin methodology enables 
design companies to create and maintain 
a single, comprehensive, and standardized 
representation of the full system that 
facilitates the use of automated electronic 
design automation (EDA) tools and 

processes for analysis and verification 
of FOWLP assemblies. Combining the 
digital twin approach with industry 
standardization and EDA tool automation 
is an essential part of a unified approach to 
providing proven, qualified sign off flows 
for automated heterogeneous verification. 
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